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Abstract—In this paper, a dynamic radio resource slicing frame-
work is presented for a two-tier heterogeneous wireless network.
Through software-defined networking-enabled wireless network
function virtualization, radio spectrum resources of heterogeneous
wireless networks are partitioned into different bandwidth slices
for different base stations (BSs). This framework facilitates spec-
trum sharing among heterogeneous BSs and achieves differenti-
ated quality-of-service (QoS) provisioning for data service and
machine-to-machine service in the presence of network load dy-
namics. To determine the set of optimal bandwidth slicing ratios
and optimal BS-device association patterns, a network utility maxi-
mization problem is formulated with the consideration of different
traffic statistics and QoS requirements, location distribution for
end devices, varying device locations, load conditions in each cell,
and intercell interference. For tractability, the optimization prob-
lem is transformed to a biconcave maximization problem. An al-
ternative concave search (ACS) algorithm is then designed to solve
for a set of partial optimal solutions. Simulation results verify the
convergence property and display low complexity of the ACS algo-
rithm. It is demonstrated that the proposed radio resource slicing
framework outperforms the two other resource slicing schemes in
terms of low communication overhead, high spectrum utilization,
and high aggregate network utility.

Index Terms—5G, heterogeneous wireless networks, NFV, SDN,
radio resource slicing, spectrum sharing, data and M2M services,
resource utilization, differentiated QoS guarantee.

I. INTRODUCTION

THE fifth generation (5G) wireless networks are envisioned
to interconnect a massive number of miscellaneous end

devices (e.g., smartphones, remote monitoring sensors, and
home appliances) generating both mobile broadband data and
machine-to-machine (M2M) services/applications (e.g., video
conferencing, remote monitoring, and smart homing), to realize
the ubiquitous Internet-of-Things (IoT) architecture [1]–[3].
However, the distinctive features of 5G wireless networks, with
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inherent radio spectrum scarcity, pose technical challenges on
the evolving inter-networking paradigm. First, efficient spec-
trum exploitation is required in response to a surge in network
traffic volume and densification of end devices (especially
machine-type devices). How to improve current radio resource
utilization to accommodate a large expansion of network load
is a pivotal and challenging research issue. Multi-tier cell
deployment (i.e., a macro-cell underlaid by several tiers of
small-cells) is a potential solution to improve the spectrum
efficiency, by exploring spatial multiplexing on currently
employed spectrum [4]; Moreover, the heterogeneity of both
service type and device type necessitates the exploration of
unlicensed bands and underutilized spectrum through different
wireless access technologies [5]. For example, long-term
evolution (LTE) devices can utilize WiFi unlicensed bands to
support delay-insensitive services [5].

However, spectrum exploitations face technical challenges.
In a hierarchical multi-tier network architecture, physical base
stations (BSs), i.e., macro-cell and small-cell BSs (MBSs and
SBSs), are mostly owned by different infrastructure providers
(InPs) [6], and radio resources are often preallocated at each
BS [4]. Spectrum sharing among MBSs and SBSs are limited,
due to distributed communication overhead and regulations on
heterogeneous InPs [7]. Therefore, to improve the spectrum
efficiency and boost network capacity, more and more SBSs are
deployed underlaying the MBSs, which substantially increases
capital and operational expenses (CapEx and OpEx) on network
infrastructures [6], [7] and, at the same time, raises the inter-cell
interference level.

Hence, to facilitate spectrum sharing among heterogeneous
infrastructures without adding more network deployment cost,
network function virtualization (NFV) becomes a promis-
ing solution [8], [9]. NFV is a newly-emerging approach
originally used in core networks in the Internet, where a set
of network/service functions (e.g., firewalls, load balancing,
wide area network (WAN) optimizers) are decoupled from the
physical hardware and run as software instances in virtual ma-
chines [9], [10]. This decoupling of service plane and physical
plane removes the heterogeneity of physical infrastructures and
facilitates service customization in a software-oriented way.
In the wireless domain, network functions in each BS are a
composition of radio access and processing functions for estab-
lishing wireless connections and allocating radio resources for
each associated end device. In wireless NFV, radio access and
processing functions run as software instances in heterogeneous
BSs (MBSs and SBSs) [11] and are managed by a central
controller [7], [12]. Note that the central controller is software
defined networking (SDN) enabled [12], [13], which has direct
control (programmability) on all BSs and the associated radio
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resources [14]. With SDN-enabled function softwarization,
radio resources of heterogeneous BSs can be reallocated by the
central controller to improve the overall resource utilization.
This process is referred to as radio resource slicing [15].

Radio resource slicing in the SDN-based wireless NFV frame-
work have three major benefits: (1) Spectrum sharing among
heterogeneous wireless infrastructures is achieved in a software-
oriented way instead of physically deploying more SBSs with
increased CapEx and OpEx; (2) The central controller has
global information over the physical network, which facilitates
the resource sharing without distributed information exchange;
(3) The coexistence of heterogeneous services requires QoS
isolation1 among different groups of end devices belonging to
different service types. Resource slicing is a promising approach
to achieve the QoS isolation by creating resource slices for dif-
ferent service groups.

Most existing radio resource slicing schemes focus on the
device level, to allocate a fixed amount of radio resources of
a BS to different device groups in the BS coverage. How-
ever, the network-level resource sharing and resource slicing
among heterogeneous BSs need further studies. As a matter of
fact, an essence of network function virtualization is to enable
radio resource abstraction for the purpose of managing the re-
sources among heterogeneous wireless networks. A few stud-
ies address spectrum-level resource sharing among LTE BSs
without explicitly differentiating traffic statistics and QoS de-
scriptions among diversified services (i.e., mobile broadband
data service and M2M service) [18], [19]. Therefore, to satisfy
differentiated QoS requirements from heterogeneous services,
traffic statistics for each specific type of service should be mod-
eled and considered in the resource slicing. In this paper, we
develop a comprehensive radio bandwidth slicing framework
for a two-tier heterogeneous wireless network (HetNet) to fa-
cilitate spectrum sharing among BSs and achieve QoS isolation
for different service types. The contributions of this paper are
three-folded:

1) We consider the coexistence of machine-type devices
(MTDs) and mobile user devices (MUs), supporting M2M
service and data service, respectively. An optimization
framework for spectrum bandwidth slicing is developed
to maximize the aggregate network utility, with the con-
sideration of location distribution for MTDs and MUs,
traffic statistics and differentiated QoS demands, traffic
load in each cell, varying distances between BSs and de-
vices, and inter-cell interference. The outputs of the opti-
mization problem are BS-device association patterns and
optimal bandwidth slicing ratios;

2) For tractability, the original optimization problem is trans-
formed to a biconcave maximization problem under cer-
tain approximations. Then, an alternative concave search
(ACS) algorithm is designed to iteratively solve the trans-
formed problem. We prove that the ACS algorithm con-
verges to a set of partial optimal solutions;

3) Extensive simulation results provide insights for our pro-
posed bandwidth slicing framework. First, the optimal
bandwidth slicing ratios are independent of end device
location changes when each device moves within its as-

1QoS isolation refers to that any change in network state for one type of
service, including end device mobility, channel dynamics, and traffic load fluc-
tuations, should not violate the minimum QoS performance experienced by
devices belonging to another service type [16], [17].

sociated cell coverage area, which leads to low communi-
cation overhead for global network information exchange
between each network cell and the central controller; Sec-
ond, with our proposed bandwidth slicing framework, fre-
quent BS-device re-association can be avoided in network
dynamics; Third, the ACS algorithm is both robust and
lightweight. In performance comparison with two other
resource slicing schemes, the proposed framework re-
duces communication overhead, achieves high capacity
in each cell, and provides high network utility.

We organize the remainder of this paper in following sections.
Existing resource slicing schemes are summarized in Section II.
We describe the system model in Section III. In Section IV,
a network utility maximization problem is formulated under
the constraints of differentiated QoS provisioning for hetero-
geneous services. The original problem is transformed to a
tractable biconcave maximization problem in Section V, and
an ACS algorithm is then proposed to solve the transformed
problem to obtain a set of optimal bandwidth slicing ratios and
optimal BS-device association patterns. In Section VI, extensive
simulation results demonstrate the performance of the proposed
bandwidth slicing framework. Finally, conclusions are drawn in
Section VII. Important symbols are listed in Table I.

II. RELATED WORK

Due to its advantages in reducing infrastructure deployment
cost and improving spectrum utilization, resource slicing in
wireless networks has drawn attention from researchers. In [9],
radio resource slices are created for different service providers
(SPs) to obtain the requested service capacities and QoS isola-
tion for different groups of end users. In [6], a resource alloca-
tion scheme is presented for a two-tier HetNet, where spectrum
resources on each BS are sliced for different user groups belong-
ing to different SPs to maximize the aggregate network utility.
In [20], a resource-block (RB) slicing scheme is proposed for
a single-cell LTE network supporting M2M communications.
The RBs used in the random access phase in the LTE system
are allocated to various categories of MTDs for differentiated
QoS provisioning. Resource slicing for a multi-operator radio
access network is investigated in [21], where different oper-
ators have different shares of the network infrastructure and
the operators with larger shares are expected to receive more
resources. Specifically, a BS-user association and resource al-
location problem is jointly formulated to maximize a weighted
sum of all operators’ utilities without service differentiation.
Some fine-grained flow-level resource abstraction frameworks
are proposed in literature to customize flow scheduling policies
for different applications [17], [22]. For instance, in [17], a ser-
vice flow is defined as a flow of packets transmitted between
a BS and a user, either uplink or downlink, with specific QoS
parameter settings. A two-level wireless resource abstraction
framework is then developed to improve the resource utiliza-
tion. At the service level, the uplink and downlink flows of a
BS are grouped to form slices for differentiated QoS provision-
ing; At the flow-level, flow scheduling policies are customized
within each slice for packet transmissions at each time instant.

Existing studies mainly focus on the device-level resource
slicing, in which the preallocated radio resources at each BS are
sliced among different service groups within the BS coverage
(e.g., in [6] and [20]). Radio access networks (RAN) sharing
and network-level spectrum sharing are studied in [18], with-
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TABLE I
IMPORTANT SYMBOLS

out an explicit characterization on differentiated traffic statistics
and QoS descriptions for heterogeneous services. The spectrum
sharing is triggered when traffic overload happens in one of the
coexisting virtual networks.

In the following, we present a comprehensive radio resource
slicing framework to facilitate resource sharing among hetero-
geneous BSs, with differentiated QoS provisioning for both data
and M2M services, taking account of BS-device association pat-
terns, and instantaneous traffic load conditions for each cell.

III. SYSTEM MODEL

We consider a two-tier downlink HetNet, where a single
macro-cell with a BS at the center in the first tier is under-
laid by n small cells (with BSs placed at cell centers) in the
second tier, as shown in Fig. 1. There are two types of end de-
vices distributed in the HetNet, i.e., MTDs with delay-sensitive
machine-type traffic requiring high transmission reliability, and
MUs generating data traffic and demanding high throughput.
MUs are with low-to-moderate mobility, and MTDs are more or
less stationary [16], [23]. The MBS, denoted by Bm , with high
transmit power is deployed for a wide-area communication cov-
erage, including both control signaling and data transmissions.
The n SBSs, S = {S1, S2, ..., Sn}, with lower transmit power
and smaller coverage, are placed at hotspot locations within the
MBS’s coverage area to support the increasing communication
demands. We assume that the MBS and SBSs are directly con-
nected to edge routers of the core network via wired backhaul
links. Since the HetNet is expected to accommodate a much
larger number of M2M devices than MUs, the SBSs are specif-
ically deployed to enhance the network capacity in response to
the increasing M2M traffic volume [24]. In most of the cases,
MUs in the coverage of the macro-cell are connected to the
MBS [4], [24]. Occasionally, when some of the MUs move into
the coverage of an SBS, they select to connect to either the hom-
ing SBS or the MBS. There are two categories of MTDs and
MUs: category I and category II. A category I device is within
the macro-cell coverage but outside the coverages of all small

Fig. 1. A two-tier macro-cell overlaid network with the coexistence of MTDs
and MUs.

cells, and is associated with the MBS for information packet
transmissions; A category II device stays within the coverages
of both the macro-cell and one of the small cells, which chooses
to be associated with either the MBS or the SBS depending on
the network conditions, e.g., cell loads, channel conditions and
network utility.

The set of category I MUs and the set of category I MTDs
along with their set cardinalities are denoted by Nu and Nu ,
and Na and Na , respectively, while the sets of category II MUs
and MTDs and their set cardinalities in the coverage of Sk (k =
1, 2, . . . , n) are denoted by Mk and Mk and Nk and Nk , among
which some of the devices can be associated with the MBS.
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There are a number of transmission queues at each BS, each
of which is used for downlink transmissions between the BS
and an associated device. We use link-layer packetized traffic to
model arrivals of both data traffic and M2M traffic for explicit
QoS characterization [25]. Data packets destined for an MU
arrive at a transmission queue in the MBS periodically with
rate λd packet/s, and each data packet has a constant size of Ld

bits, whereas machine-type packets for an MTD arrive at the
MBS or an SBS in an event-driven manner with a much lower
packet arrival rate and a smaller packet size [16]. As suggested
in [23], [26], machine-type packet arrivals at each transmission
queue in a BS are modeled as a Poisson process with average
rate of λa packet/s and constant packet size La bits. Due to
the random nature of machine-type packet arrivals, the QoS
can be guaranteed in a statistical way by applying the effective
bandwidth theory [25], [27] (to be discussed in Section IV). All
packets are transmitted through a wireless propagation channel
to reach the destination device.

A. Communication Model

Suppose that two sets of radio resources, Wm and Ws , are
initially allocated to the MBS and each SBS, respectively, and
are mutually orthogonal to avoid inter-tier interference. Since
each SBS maintains a small communication coverage with low
transmit power, the resources Ws can be reused among all
SBSs under an acceptable inter-cell interference level to im-
prove the spectrum utilization. Transmit power for Bm and
Sk (k = 1, 2, . . . , n), denoted by Pm and Pk (k = 1, 2, . . . , n),
are pre-determined and remain constant during each resource
slicing period. Resource slicing is updated when traffic load
of each cell fluctuates [18]. A cell traffic load is described as
a combination of number of devices admitted in the cell and
traffic arrival statistics for each device. Using Shannon capac-
ity formula, the spectrum efficiency at device i from Bm and
Sk (k = 1, 2, . . . , n) are expressed, respectively, as

ri,m = log2

(
1 +

Pm Gi,m

σ2

)
, i ∈ {Nu ,Na ,Nk ,Mk},

k = {1, 2, . . . , n} (1)

and

ri,k = log2

⎛
⎜⎝1 +

PkGi,k∑
j={1,2,...,n},j �=k

PjGi,j + σ2

⎞
⎟⎠ ,

i ∈ Nk ∪Mk ,

k = {1, 2, . . . , n} (2)

where Gi,m and Gi,k are squared average channel gains between
Bm and Sk and device i, σ2 denotes average background noise
power. Inter-cell interference among small cells is included in
(2). In (1) and (2), ri,m and ri,k are measured in a large time scale
and are termed as spectrum efficiency [28], to capture long-term
wireless channel conditions, which include the path loss effect.
The achievable rate at each MTD and MU can be obtained based
on BS-device association patterns and the received fraction of
bandwidth resources from Bm or Sk .

Note that resource slicing among heterogeneous BSs, includ-
ing BS-device association and bandwidth allocation for end
devices, is updated in a large time scale compared with chan-

Fig. 2. Radio resource slicing and splitting.

nel coherence time to reduce communication overhead [28].
Therefore, the received signal-to-noise (SNR) and signal-to-
interference-plus-noise (SINR) in (1) and (2) are average SNR
and SINR over each resource slicing period [18], in which chan-
nel fast fading effects are averaged out.

B. Dynamic Bandwidth Slicing Framework

As stated in Section I, in the two-tier HetNet supporting het-
erogeneous services, the preallocated radio resources at each
BS can be inefficient due to unbalanced end device distribu-
tion, varying device locations, and increasing network load on
each cell [21]. Consequently, some of the BSs are overloaded,
while the resources on other light-loaded BSs can be underuti-
lized. Additionally, a massive number of MTDs accessing the
network can possibly cause QoS violation for existing users if
resources are not efficiently managed between data service and
M2M service [24], [29]. Therefore, proper resource slicing is an
effective solution 1) to facilitate radio resource sharing among
heterogeneous wireless infrastructures (MBSs and SBSs), and 2)
to ensure QoS isolation among diverse services. Such resource
slicing framework is required to balance the trade-off between
resource sharing and QoS isolation. On one hand, resources
are partitioned into different slices and allocated to M2M ser-
vice and data service for differentiated QoS satisfaction; On the
other hand, the amount of resources for each slice should be
dynamically adjusted according to variations of network con-
ditions to improve resource utilization. Therefore, a dynamic
resource slicing framework needs to be developed with the
consideration of both network conditions (i.e., end-device lo-
cation distribution, cell loads, inter-cell interference levels, and
BS-device association patterns) and service-level characteristics
(i.e., traffic statistics and QoS requirements for heterogeneous
services). Moreover, since MUs are with low-to-moderate mo-
bility and MTDs are more or less stationary, resources for each
slice are expected to be updated in a large time scale to reduce
the communication overhead for network information exchange
between the central controller and the BSs.

With wireless NFV, the controller has central control over
all bandwidth resources from heterogeneous BSs, the amount
of which is denoted by Wv (Wv = Wm + Ws). Note that we
consider radio spectrum bandwidth as the resource provision-
ing [9]. Resource slicing is realized in two steps: In the first
step, the total bandwidth resources are sliced among the MBS
and SBSs, as shown in Fig. 2. The central controller needs
to specify how bandwidth resources are allocated among BSs
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to achieve maximal resource utilization and, at the same time,
guarantee QoS isolation between M2M and data services. We
define βm and βs (with βm + βs =1) as slicing ratios, indicat-
ing the shares of bandwidth resources (out of Wv ) allocated to
the MBS and SBSs, respectively. To determine the optimal set
of slicing ratios, {β∗

m , β∗
s}, we formulate a comprehensive opti-

mization framework to maximize the aggregate network utility
under the constraints of satisfying the differentiated QoS re-
quirements for both types of services, by taking into account the
network conditions and service-level characteristics (see details
in Section IV). The slicing ratios are adjusted between band-
width slices in response to the network traffic load dynamics to
improve the overall resource utilization. In the second step, since
the MBS and SBSs support both data and M2M services, the
bandwidth slices are further split to two sub-slices and allocated
to the group of MUs and the group of MTDs associated with
corresponding BSs, with the bandwidth slice splitting ratios de-
noted by β∗

m,1 and β∗
m,2, and β∗

s,1 and β∗
s,2, respectively, as shown

in Fig 2. Therefore, from the service-level standpoint, we define
slicing ratios α∗

1 (= β∗
m,1 + β∗

s,1) and α∗
2 (= β∗

m,2 + β∗
s,2), as the

fractions of bandwidth resources allocated to the data service
and the M2M service, respectively.

IV. PROBLEM FORMULATION

In the proposed bandwidth slicing framework, the challeng-
ing issue is how to determine the set of optimal slicing ratios,
{β∗

m , β∗
s}, to 1) maximize the aggregate network utility, and

2) satisfy diverse QoS requirements between M2M and data
services.

We consider the following logarithmic functions, as utility
functions for an MU or an MTD (either category I or category II)
associated with Bm and the utility for a category II MU or MTD
associated with Sk , respectively:

log (ci,m ) = log (Wvβm fi,m ri,m ) , i ∈ Nu ∪Na ∪Nk ∪Mk ,

k = {1, 2, . . . , n} (3)

log (ci,k ) = log (Wvβsfi,k ri,k ) , i ∈ Nk ∪Mk ,

k = {1, 2, . . . , n}. (4)

In (3) and (4), ci,m denotes the achievable rate at device i asso-
ciated with Bm , and ci,k the achievable rate at category II device
i from Sk ; fi,m is the fraction of bandwidth resources (out of
Wvβm ) allocated to device i from Bm , and fi,k the fraction
of bandwidth resources (out of Wvβs) allocated to category II
device i from Sk . The logarithmic utility function is a concave
function having diminishing marginal utility, which facilitates
network load balancing in BS-device association and achieves
certain fairness in resource allocation among end devices [6],
[18], [21].

As stated in Section III-A, the downlink achievable rates,
ci,m and ci,k , are constant during each bandwidth slicing pe-
riod, and data packets, destined for an MU, arrive at one of the
transmission queues in Bm periodically. Thus, the throughput
requirement for each MU can be satisfied deterministically if
enough resources are allocated for each downlink data trans-
mission. However, due to the stochastic traffic arrival of the
event-driven M2M service, the downlink total transmission de-
lay from Bm or Sk to an MTD should be guaranteed statistically
for maximal resource utilization. The delay is the duration from
the instant a machine-type packet arrives at a BS transmission

queue to the instant the intended MTD receives the packet. We
apply the effective bandwidth theory to derive the minimum ser-
vice rate for each MTD to probabilistically guarantee a packet
transmission delay bound.

The effective bandwidth for a machine-type traffic source,
with a QoS exponent, ϕM , is expressed as

� (ϕM ) = lim
t→∞

1
t

1
ϕM

log E
[
eϕM A(t)

]
(5)

where A(t) denotes the number of machine-type packet arrivals
over [0, t), and E[·] denotes the operation of expectation. Since
A(t) is modeled as a Poisson process with the rate of λa packet/s,
(5) is further derived as [27]

� (ϕM ) = λa
eϕM − 1

ϕM
. (6)

On the other hand, by applying the large deviation theory [30],
[31], the probability of downlink total transmission delay Di,j

for a machine-type packet from BS j to MTD i exceeding a
delay bound Dmax is approximated as

Pr{Di,j ≥ Dmax} ≈ e−ϕM pi , j Dm a x ≤ ε (7)

where i ∈ Na ∪Nk if j = m for MBS Bm , and i ∈ Nk if j = k
for SBS Sk (k = 1, 2, . . . , n), ε denotes a delay bound violation
probability threshold, pi,j = ci , j

La
is the achievable rate at MTD

i from BS j in terms of number of packets per second. From
(7), the minimum achievable rate p(min) of pi,j is given by

p(min) = − log ε

ϕM Dmax
. (8)

According to the effective bandwidth theory [30], p(min)

should equal the effective bandwidth � (ϕM ) to guarantee the
delay bound violation probability at most ε. Therefore, by sub-
stituting (8) into (6) and after some algebraic manipulation,
we have

c(min) = − La log ε

Dmax log
(

1 − log ε
λa Dm a x

) (9)

where c(min) = p(min)La .
Next, we formulate an aggregate network utility maximiza-

tion problem (P1), under the constraints of differentiated QoS
guarantee, BS-device association patterns and bandwidth al-
location for each device: see (10), shown at the bottom of
the next page.

In (P1), the objective function is the aggregate network util-
ity, which is the summation of utilities achieved by all de-
vices. A category I device is associated with Bm , whereas
a category II device chooses to connect to either Bm or Sk .
Hence, a binary variable, xi,j (i ∈ Nk ∪Mk , j ∈ {m, k}, k ∈
{1, 2, . . . , n}), is introduced to indicate the association pattern
for category II device i with Bm or Sk . Device i is associated
with Bm , if xi,m = 1 and xi,k = 0; Otherwise, it is associated
with Sk , if xi,m = 0 and xi,k = 1.

In (P1), constraints (10a) and (10d) indicate that the service
rate ci,j for any MU i is not less than the periodic traffic arrival
rate destined for the device at the base station. Constraints (10b)
and (10c) ensure that the achievable rate for both category I
and category II MTDs is not less than the effective bandwidth
of the M2M traffic source. Constraint (10e) and (10f) indicate
that a category II device is associated with either the MBS or its
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home SBS during each bandwidth allocation period. Constraints
(10g) and (10h) demonstrate the requirements on bandwidth al-
location for MTDs and MUs from different BSs. Therefore, by
maximizing the aggregate network utility with QoS guarantee,
the optimal set of slicing ratios β∗

m and β∗
s , BS-device associa-

tion indicators x∗
i,j , and fractions of bandwidth resources f ∗

i,m
and f ∗

i,k allocated to MTDs and MUs from Bm and Sk can
be determined.

Since (P1) is a joint BS-device association and resource al-
location problem, the fraction of bandwidth resources allocated
to each device depends on all BS-device association patterns
and resource slicing ratios among BSs, and this coupling makes
the problem difficult to solve. For tractability, given BS-device
association patterns xi,j and resource slicing ratios {βm , βs},
we first determine the optimal fractions of bandwidth resources
f ∗

i,m and f ∗
i,k allocated to device i from Bm and Sk , in a function

of xi,j , to maximize the aggregate network utility.

A. Optimal Bandwidth Allocation to MUs and MTDs

We simplify (P1) by expressing fi,j as a function of xi,j to
reduce the number of decision variables. Given βm , βs , and xi,j ,
the objective function of (P1) can be expressed as a summation
of u

(1)
m (fi,m ) and

∑n
k=1 u

(1)
k (fi,k ). Hence, u(1)

m (fi,m ) is a func-
tion of fi,m , indicating the aggregate utility of MUs and MTDs
associated with Bm , given by

u(1)
m (fi,m ) =

∑
i∈Nu ∪Na

log (Wvβm fi,m ri,m )

+
n∑

k=1

∑
i∈N ′

k

log (Wvβm fi,m ri,m ) (11)

where N′
k = {l ∈ Nk ∪Mk |xl,m = 1}, u(1)

k (fi,k ) is a function
of fi,k , denoting the aggregate utility of category II devices
associating with Sk , given by

u
(1)
k (fi,k ) =

∑
i∈N ′

k

log (Wvβsfi,k ri,k ) (12)

with N′
k = {l ∈ Nk ∪Mk |xl,k = 1}.

Hence, (P1) can be written as (P1′):

(P1′) : max
fi , m ,fi , k

u(1)
m (fi,m ) +

n∑
k=1

u
(1)
k (fi,k )

s.t.

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∑
i∈Nu ∪Na ∪N ′

k
fi,m = 1 (13a)∑

i∈N ′
k
fi,k = 1 (13b)

fi,m ∈ (0, 1), i ∈ Nu ∪Na ∪N ′
k (13c)

fi,k ∈ (0, 1), i ∈ N ′
k . (13d)

From (P1′), {fi,m} and {fi,k} are two independent sets of
decision variables with uncoupled constraints. Thus, (P1′) is
further decomposed to two subproblems (S1P1′) and (S2P1′):

(S1P1′) : max
fi , m

u(1)
m (fi,m )

s.t.

{∑
i∈Nu ∪Na ∪N ′

k
fi,m = 1 (14a)

fi,m ∈ (0, 1), i ∈ Nu ∪Na ∪N ′
k (14b)

(S2P1′) : max
fi , k

n∑
k=1

u
(1)
k (fi,k )

s.t.

{∑
i∈N ′

k
fi,k = 1 (15a)

fi,k ∈ (0, 1), i ∈ N ′
k . (15b)

Proposition 1: The solutions for (S1P1′) and (S2P1′) are

f ∗
i,m =

1
Nu + Na +

∑n
k=1

∑
l∈Nk ∪Mk

xl,m
� f ∗

m (16)

and

f ∗
i,k =

1∑
l∈Nk ∪Mk

xl,k
� f ∗

k . (17)

The proof of Proposition 1 is provided in Appendix A.
Proposition 1 indicates that the optimal fractions of bandwidth

(P1) : max
βm , βs,
xi,j , fi,j

∑
i∈Nu ∪Na

log(ci,m ) +
n∑

k=1

∑
i∈Nk ∪Mk

∑
j∈{m,k}

xi,j log(ci,j )

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ci,m ≥ λdLd, i ∈ Nu (10a)

ci,m ≥ c(min) , i ∈ Na (10b)

xi,j

[
ci,j − c(min)

] ≥ 0, i ∈ Nk , j ∈ {m, k} (10c)

xi,j [ci,j − λdLd ] ≥ 0, i ∈ Mk , j ∈ {m, k} (10d)∑
j∈{m,k} xi,j = 1, i ∈ Nk ∪Mk (10e)

xi,j ∈ {0, 1}, i ∈ Nk ∪Mk , j ∈ {m, k} (10f)∑
i∈Nu ∪Na

fi,m +
∑n

k=1

∑
i∈Nk ∪Mk

xi,m fi,m = 1 (10g)∑
i∈Nk ∪Mk

xi,k fi,k = 1 (10h)

fi,m ∈ (0, 1), i ∈ Nu ∪Na ∪Nk ∪Mk (10i)

fi,k ∈ (0, 1), i ∈ Nk ∪Mk (10j)

βm + βs = 1 (10k)

βm , βs ∈ [0, 1]. (10l)



9902 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 67, NO. 10, OCTOBER 2018

resources allocated to MUs and MTDs from the associated BSs
are equal bandwidth partitioning.

By substituting f ∗
m and f ∗

k into (P1), (P1) is reformulated as
(P2) with the reduced number of decision variables: see (18),
shown at the bottom of the page.
where Xm = {xi,m |i ∈ Nk ∪Mk , k ∈ {1, 2, . . . , n}}, Xk =
{xi,k |i ∈ Nk ∪Mk}, u

(2)
m (βm ,Xm ) and u

(2)
k (βs,Xk ) are ex-

pressed as

u(2)
m (βm ,Xm ) =

∑
i∈Nu ∪Na

log (Wvβm f ∗
m ri,m )

+
n∑

k=1

∑
i∈Nk ∪Mk

xi,m log (Wvβm f ∗
m ri,m )

(19)

and

u
(2)
k (βs,Xk ) =

∑
i∈Nk ∪Mk

xi,k log (Wvβsf
∗
k ri,k ). (20)

Since the two sets of decision variables {βm ,Xm} and {βs,Xk}
are coupled by constraints (18g) and (18i), (P2) cannot be
decoupled in the same way as (P1′). The simplified problem
(P2) is a mixed-integer combinatorial problem with the bi-
nary variable set {xi,j}, which is difficult to solve. Therefore,
in the next section, we transform (P2) to a tractable form for
optimal solutions.

V. PROBLEM TRANSFORMATION AND PARTIAL

OPTIMAL SOLUTIONS

To make (P2) tractable, we first relax the binary variables
{xi,j} in (P2) to real-valued variables {x̃i,j} within the range
[0, 1]. Variables {x̃i,j} represent the fraction of time that de-
vice i is associated with Bm or Sk during each bandwidth
slicing period [6]. With the variable relaxation, the objec-
tive function of (P2) becomes a summation of u

(2)
m (βm , X̃m )

and
∑n

k=1 u
(2)
k (βs, X̃k ), where X̃m = {x̃i,m |i ∈ Nk ∪

Mk , k ∈ {1, 2, . . . , n}} and X̃k = {x̃i,k |i ∈ Nk ∪Mk}. In
Proposition 2, we state the bi-concavity property of

u
(2)
m (βm , X̃m ) and

∑n
k=1 u

(2)
k (βs, X̃k ), based on Definition 1

and Definition 2.
Definition 1: Suppose set Y can be expressed as the

Cartesian product of two subsets A ∈ Rm and B ∈ Rn , i.e.,
Y = A × B. Then, Y is called a biconvex set on A × B, if A
is a convex subset for any given b ∈ B, and B is also a convex
subset for any given a ∈ A.

Definition 2: Function F : Y → R is defined on a biconvex
set Y = A×B, where A ∈ Rm and B ∈ Rn . Then, F(A,B) is
called a biconcave (biconvex) function if it is a concave (convex)
function on subset A for any given b∈B, and it is also a concave
(convex) function on subset B for any given a ∈ A.

Proposition 2: Both u
(2)
m (βm , X̃m ) and the summation∑n

k=1 u
(2)
k (βs, X̃k ) are (strictly) biconcave functions on the

biconvex decision variable set {βm , βs} × {X̃m , X̃k , k ∈
{1, 2, . . . , n}}.

The proof of Proposition 2 is given in Appendix B.
With the variable relaxation, (P2) is transformed to (P3): see

(21), shown at the bottom of the next page. In (P3), the objec-
tive function is a nonnegative sum of two (strictly) biconcave
functions, which is also (strictly) biconcave [32]. Note that f̃ ∗

m

and f̃ ∗
k are f ∗

m and f ∗
k with xi,m and xi,k substituted by x̃i,m and

x̃i,k . Moreover, if all the constraint functions in (P3) are written
in a standard form, constraints (21a) and (21b) represent linear
inequality constraint functions, and constraints (21g) and (21i)
represent affine equality constraint functions, with respect to the
set of decision variables. However, constraints (21c) - (21f) are
non-convex constraint functions. Constraints (21c) and (21d)
actually indicate that if any i ∈ Nk ∪Mk (k ∈ {1, 2, . . . , n})
is associated with Bm , the following inequalities should be
satisfied,

n∑
k=1

∑
l∈Nk ∪Mk

x̃l,m ≤ Wvβm ri,m

c(min) − Nu − Na, i ∈ Nk , (22)

and

n∑
k=1

∑
l∈Nk ∪Mk

x̃l,m ≤ Wvβm ri,m

λdLd
− Nu − Na, i ∈ Mk . (23)

(P2) : max
βm , βs,
Xm ,Xk

u(2)
m (βm ,Xm ) +

n∑
k=1

u
(2)
k (βs,Xk )

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Wvβm f ∗
m ri,m ≥ λdLd, i ∈ Nu (18a)

Wvβm f ∗
m ri,m ≥ c(min) , i ∈ Na (18b)

xi,m

[
Wvβm f ∗

m ri,m − c(min)
] ≥ 0, i ∈ Nk (18c)

xi,m [Wvβm f ∗
m ri,m − λdLd ] ≥ 0, i ∈ Mk (18d)

xi,k

[
Wvβsf

∗
k ri,k − c(min)

] ≥ 0, i ∈ Nk (18e)

xi,k [Wvβsf
∗
k ri,k − λdLd ] ≥ 0, i ∈ Mk (18f)∑

j∈{m,k} xi,j = 1, i ∈ Nk ∪Mk (18g)

xi,j ∈ {0, 1}, i ∈ Nk ∪Mk , j ∈ {m, k} (18h)

βm + βs = 1 (18i)

βm , βs ∈ [0, 1] (18j)
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If device i ∈ Nk ∪Mk is associated with Sk , constraints (21e)
and (21f) are equivalent to

∑
l∈Nk ∪Mk

x̃l,k ≤ Wvβsri,k

c(min) , i ∈ Nk , (24)

and
∑

l∈Nk ∪Mk

x̃l,k ≤ Wvβsri,k

λdLd
, i ∈ Mk . (25)

Therefore, to make (P3) tractable, we simplify (P3) to (P3′),
by substituting (21c)–(21f) with (22)–(25), respectively:

(P3′) : max
βm , βs,

X̃m , X̃k

u(2)
m (βm , X̃m ) +

n∑
k=1

u
(2)
k (βs, X̃k )

s.t. (21a), (21b), (21g)−(21j), (22)−(25)

Compared to the set of constraints (21a) - (21d) in (P3), con-
straints (21a), (21b), (22) and (23) in (P3′) provide the lowest
upper bound on the number of category II devices that can be
associated with Bm . This lowest upper bound is accurate be-
cause the communication distance between the MBS and any
device located in the coverage of an SBS is much longer than
the location differences among MTDs and MUs in the same
SBS; thus, the differences of ri,m among the end devices are
relatively small. Similarly, compared with constraints (21e) and
(21f) in (P3), constraints (24) and (25) in (P3′) indicate the
lowest upper bound on the number of category II devices that
can be associated with Sk , k ∈ {1, 2, . . . , n}. In fact, without
changing the optimal solutions for (P3), the simplified con-
straints (22)–(25) in (P3′) indicate a set of conservative limits
on maximum numbers of category II MTDs and MUs that can
be associated with Bm and Sk , k ∈ {1, 2, . . . , n}.

In a standard form, (P3′) is a biconcave maximization prob-
lem due to the biconcave objective function and the set of bicon-
vex constraint functions with respect to the biconvex decision
variable set {βm , βs} × {X̃m , X̃k} [32]. To solve (P3′), an al-
ternative concave search (ACS) algorithm is designed to explore

the bi-concavity of the problem. The procedure of the ACS algo-
rithm is summarized in Algorithm 1. As stated in Proposition 3,
due to some properties of (P3′), Algorithm 1 converges to a set
of partial optimal solutions. The definition of a partial optimal
solution for (P3′) is given in Corollary 1, based on Proposition 3
and Theorem 4.7 in [32].

Proposition 3: Algorithm 1 converges, due to the follow-
ing properties for (P3′): (1) Both {βm , βs} and {X̃m , X̃k}
are closed sets, and the objective function of (P3′) is continu-
ous on its domain; (2) Given the set of accumulation points2,

{β(t)
m , β

(t)
s , X̃m

(t)
, X̃k

(t)}, at the beginning of t th iteration, the
optimal solutions at the end of t th iteration (at the beginning of

(t + 1) th iteration), i.e., {β(t+1)
m , β

(t+1)
s , X̃m

(t+1)
, X̃k

(t+1)},
are unique solutions.

The proof of Proposition 3 is given in Appendix C.
Corollary 1: Algorithm 1 converges to a set of optimal so-

lutions, called partial optimums {β∗
m , β∗

s , X̃m

∗
, X̃k

∗} where

X̃m

∗
= {x̃i,m

∗|i ∈ Nk ∪Mk , k ∈ {1, 2, . . . , n}} and X̃k

∗
=

{x̃i,k
∗|i ∈ Nk ∪Mk}, which satisfy

u(2)
m (β∗

m , X̃m

∗
) +

n∑
k=1

u
(2)
k (β∗

s , X̃k

∗
)

≥ u(2)
m (βm , X̃m

∗
) +

n∑
k=1

u
(2)
k (βs, X̃k

∗
), ∀βm , βs ∈ [0, 1]

(26)

and

u(2)
m (β∗

m , X̃m

∗
) +

n∑
k=1

u
(2)
k (β∗

s , X̃k

∗
)

≥ u(2)
m (β∗

m , X̃m ) +
n∑

k=1

u
(2)
k (β∗

s , X̃k ), ∀x̃i,m , x̃i,k ∈ [0, 1].

(27)

2An accumulation point set for the ACS algorithm denotes the set of optimal
solutions at the beginning of t th (for any t > 0) iteration.

(P3) : max
βm , βs,

X̃m , X̃k

u(2)
m (βm , X̃m ) +

n∑
k=1

u
(2)
k (βs, X̃k )

s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Wvβm f̃ ∗
m ri,m − λdLd ≥ 0, i ∈ Nu (21a)

Wvβm f̃ ∗
m ri,m − c(min) ≥ 0, i ∈ Na (21b)

x̃i,m

[
Wvβm f̃ ∗

m ri,m − c(min)
]
≥ 0, i ∈ Nk (21c)

x̃i,m

[
Wvβm f̃ ∗

m ri,m − λdLd

]
≥ 0, i ∈ Mk (21d)

x̃i,k

[
Wvβsf̃ ∗

k ri,k − c(min)
]
≥ 0, i ∈ Nk (21e)

x̃i,k

[
Wvβsf̃ ∗

k ri,k − λdLd

]
≥ 0, i ∈ Mk (21f)∑

j∈{m,k} x̃i,j = 1, i ∈ Nk ∪Mk (21g)

x̃i,j ∈ [0, 1], i ∈ Nk ∪Mk , j ∈ {m, k} (21h)

βm + βs = 1 (21i)

βm , βs ∈ [0, 1]. (21j)
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The main logical flow for Algorithm 1 is to iteratively solve
for optimal bandwidth slicing ratios and optimal BS-device as-
sociation patterns, {β∗

m , β∗
s , X̃m

∗
, X̃k

∗}. In each iteration, given
a set of optimal values of βm and βs from the previous itera-
tion, (P3′) is solved for a set of optimal BS-device association

patterns {X̃m

†
, X̃k

†} and then, given {X̃m

†
, X̃k

†}, (P3′) is
solved again for an updated set of optimal bandwidth slicing
ratios {β†

m , β†
s}. At this point, the current iteration ends, and the

stopping criterion for Algorithm 1 is checked, i.e., whether the
difference between the objective function values at the end of
current iteration and at the end of previous iteration is smaller
than a predefined threshold (set as a very small value). If the
stopping criterion is met, the set of optimal solutions for cur-
rent iteration converge to the final optimal solution set {β∗

m ,

β∗
s , X̃m

∗
, X̃k

∗}. Otherwise, the next round of iteration starts,
following the same procedure, until the algorithm converges.

For each pair of optimal solutions {x̃i,m
∗, x̃i,k

∗}, we let the
larger one equal 1 and the smaller one equal 0 to obtain the
optimal solutions {x∗

i,m , x∗
i,k} and ensure every end device is

associated with one BS during each resource slicing period.
Simulation results in Section VI-B show accuracy of the vari-
able relaxation for solving (P2). Based on the optimal solutions
from Algorithm 1, the optimal bandwidth slicing ratios, α∗

1 and
α∗

2, for data service and M2M service (suppose the numbers of
category II devices in each small cell are equal) are obtained by

α∗
1 = β∗

m,1 + β∗
s,1

= β∗
m f ∗

m

(
Nu +

n∑
k=1

∑
l∈Mk

x∗
l,m

)
+ β∗

s f
∗
k

∑
l∈Mk

x∗
l,k

(28)

and

α∗
2 = β∗

m,2 + β∗
s,2 = 1 − α∗

1. (29)

The computational complexity of Algorithm 1 is calculated as
follows: In t th iteration, given the optimal set of bandwidth
slicing ratios, {β(t)

m , β
(t)
s }, the convex optimization problem

(P3′) is solved for the optimal BS-device association patterns,

{X̃m

(t+1)
, X̃k

(t+1)}, where the number of decision variables is

2
∑n

k=1 (Nk + Mk ); Then, given {X̃m

(t+1)
, X̃k

(t+1)}, (P3′)
with 2 decision variables is solved again for the optimal band-
width slicing ratios, {β(t+1)

m , β
(t+1)
s } at the end of t th iteration.

Therefore, in each iteration, both convex optimization problems
are solved sequentially by using interior-point methods [33],
[34], and thus the time complexity upper bound of Algorithm 1
is O[Nm(

∑n
k=1 (Nk + Mk ))4], where n is the number of small

cells within the macro-cell.

VI. SIMULATION RESULTS

Simulation results are presented in this section which demon-
strate the effectiveness of our proposed bandwidth slicing frame-
work. All the simulations are carried out using MATLAB. In
the two-tier wireless HetNet with 1 MBS-centered macro-cell
underlaid by 4 SBS-centered small cells, locations of the MBS
and SBSs are fixed, and the distance between the MBS and each
of the SBSs are set as 400 m. Suppose the MBS is located at
the orgin of a Cartesian coordinate system, and the 4 SBSs are
at the respective coordinates of (±200

√
2 m,±200

√
2 m). The

downlink transmit power on the MBS is set to 40 dBm with the
communication coverage radius of 600 m, whereas each SBS has
identical transmit power of 30 dBm with the coverage radius of
200 m [4]. All category I devices are randomly distributed in the
coverage of the MBS (Category I MUs and MTDs are outside the
coverages of SBSs.); Category II devices are randomly deployed
within the coverages of SBSs, and each small cell is set an equal
number of category II MTDs and category II MUs, denoted by
Ns and Ms , respectively. In each small cell, Ms is set to 10.
For propagation models, we use Lm (z) = −30 − 35 log10(z)
and Ls(z) = −40 − 35 log10(z) to describe the downlink chan-
nel gains for the macro-cell and each small cell, respectively,
including the path loss effect, where z is the distance between
a BS and a device. The periodic data packet arrival rate λd at
a transmission queue of the MBS is 20 packet/s, and the aver-
age rate λa of machine-type packet arrivals (following a Poisson
process) at each transmission queue of either the MBS or an SBS
is 5 packet/s. Each simulation result is obtained upon averaging
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TABLE II
SYSTEM PARAMETERS

over 50 location distribution samples of MUs and MTDs. Other
important system parameters for simulations are summarized in
Table II.

Through extensive simulations, we first demonstrate the ro-
bustness of the proposed bandwidth slicing framework, where
a set of optimal bandwidth slicing ratios are obtained with
low computational complexity and are dynamically adjusted
with lightweight communication overhead. Then, we compare
the proposed bandwidth slicing framework with an SINR-
maximization (SINR-max) based network-level resource slicing
scheme mentioned in [6], in which radio resources are shared
among heterogeneous BSs and each device is associated with
the BS providing highest downlink SINR, and a device-level
resource slicing scheme [6], i.e., bandwidth resources are pre-
allocated to each BS, and are then sliced for different device
groups in the coverage region of the BS.

A. Optimal Bandwidth Slicing Ratios

In Figs. 3(a) and 3(b), the solutions for bandwidth slicing ra-
tio, βs , in each iteration of Algorithm 1 are plotted. In Fig. 3(a),
given the numbers of MUs and MTDs in the macro-cell and
each small cell, βs converges to the same optimal solution, re-
gardless of the location distribution for MUs and MTDs. The
same property is observed under a different network load condi-
tion in Fig. 3(b). This insight demonstrates the robustness of the
proposed resource slicing framework, upon which the set of op-
timal slicing ratios stay steady with end device location changes
inside each cell. Therefore, the slicing ratios are adjusted in a
large time scale, which significantly reduces network informa-
tion exchange between each cell and the central controller for
updating the slicing ratios.

Fig. 4 reflects the robustness of using the proposed ACS
algorithm to solve for the optimal bandwidth slicing ratio β∗

s .
It can be seen that the optimal solution β∗

s does not vary with
initial slicing ratio βini

s . For service-level QoS provisioning and
isolation, the optimal bandwidth slicing ratio α∗

2 for all MTDs
in the network is also shown in Fig. 4. From both Fig. 3 and
Fig. 4, we conclude that the set of optimal bandwidth slicing
ratios {β∗

m , β∗
s} vary with the numbers of MUs and MTDs in

each cell.
Fig. 5 shows the computational complexity of the proposed

ACS algorithm, where the average number of iterations for solv-
ing β∗

s is evaluated with respect to different initial values for βs

and different values of Nu and Na in the macro-cell. The av-
erage iteration number is low over a wide range of βini

s , Nu ,
Na , and Ns . Based on a comparison of Fig. 4 and Fig. 5, we
observe that the average number of iterations decreases when
βini

s approaches β∗
s .

Fig. 3. Bandwidth slicing ratio (βs ) for an SBS during each iteration of
Algorithm 1. (a) Nu = Na = 25, Ns = 40, Ms = 10. (b) Nu = Na = 100,
Ns = 90, Ms = 10.

Fig. 4. Optimal bandwidth slicing ratios (β∗
s and α∗

2) (Nu = Na , Ns = 90,
Ms = 10).
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Fig. 5. Average number of iterations to solve for β∗
s using Algorithm 1 with

different initial values βin i
s (Nu = Na , Ns = 90, Ms = 10).

B. Performance Comparison

In Fig. 6, optimal bandwidth slicing ratios are compared be-
tween the proposed slicing framework and the SINR-max based
network-level slicing scheme for different values of Nu , Na , and
Ns . In the SINR-max based slicing scheme, since each device is
always associated with the BS providing the highest SINR, the
BS-device association patterns should change upon variations
of end device locations. Accordingly, radio resources need to
be frequently adjusted to adapt to the changing load on each
BS. Fig. 6 shows that the optimal bandwidth slicing ratio in the
SINR-max based slicing scheme fluctuates with different MUs
and MTDs distribution samples. In comparison, the proposed
bandwidth slicing framework is more robust with network con-
dition changes, and the slicing ratios are updated in a much
larger time scale to reduce communication overhead.

Next, we compare the performance of the proposed resource
slicing framework with the device-level resource slicing scheme
in Fig. 7 to Fig. 9(b). In Fig. 7, we can see that for the device-
level resource slicing scheme, with the increase of Ns , more
and more MTDs and MUs in each SBS are offloaded to the
MBS to improve overall resource utilization among BSs. As a
result, MTDs and MUs need to frequently change their con-
nections with different BSs, which inevitably increases the
communication overhead between end devices and BSs. In
contrast, for the proposed resource slicing framework, under
central control, radio resources can be dynamically adjusted
among heterogeneous BSs in response to the network load
changes, which makes the resource management more flexi-
ble and significantly reduces the communication cost as MTDs
and MUs do not need to re-associate their connections with
different BSs.

Fig. 8 shows that the optimal bandwidth slicing ratios β∗
s

and α∗
2 are dynamically updated with the number of MTDs,

Ns , in each SBS, whereas the bandwidth resources are fixed on
each BS for the device-level resource slicing scheme. Therefore,
the cost of the proposed resource slicing framework is that the
central controller needs to periodically obtain updated network
load information from each BS for the slicing ratio adjustment.
This signaling cost is relatively low since the load in each cell
does not change in a small time scale.

Fig. 6. Comparison of bandwidth slicing ratios between the proposed slic-
ing framework and the SINR-max based slicing scheme. (a) Nu = Na = 75,
Ns = 90, Ms = 10. (b) Nu = Na = 100, Ns = 140, Ms = 10.

Figs. 9(a) and 9(b) show that the proposed bandwidth slicing
framework significantly improves the resource utilization, by
increasing the maximum number of devices in each cell. We first
evaluate the maximum number of MUs and MTDs admitted in
the macro-cell under the condition that QoS requirements for
99% of MUs are satisfied. Since MUs require more bandwidth
resources than MTDs, the QoS for MUs are violated first with the
increase of cell load. We then evaluate the maximum number of
MTDs admitted in each small cell at the premise of not violating
the QoS for all MTDs (Assume that no category II MUs exist in
each small cell for evaluating the maximum number of admitted
devices in both the macro-cell and small cells.). In Fig. 9(a), the
proposed resource slicing framework achieves a much larger
number of devices admitted in the macro-cell than the device-
level resource slicing scheme where the macro-cell’s admission
region is fixed without resource sharing under different Ns .
Similar trend for the maximum number of MTDs admitted in
small cells is observed in Fig. 9(b). Although some of the MTDs
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Fig. 7. Average number of category II MTDs and MUs connecting to either
the MBS or their home SBSs (Nu = Na = 50).

Fig. 8. Comparison of bandwidth slicing ratios between the proposed slicing
framework and the device-level slicing scheme (Nu = Na = 50).

can be offloaded to the MBS for the device-level resource slicing
scheme, the number of MTDs admitted in the macro-cell is
limited due to the QoS provisioning for MUs and the utilization
of bandwidth resources for the MBS.

The maximum packet loss probability (i.e., maximum delay
bound variation probability) among all MTDs in the HetNet is
evaluated with the variation of the number of MTDs in each SBS.
It is shown in Fig. 10 that the maximum packet loss probability
increases with Ns due to the reduced fractions of bandwidth
resources allocated to each device. We can also see that the pro-
posed bandwidth slicing framework guarantees the maximum
packet loss probability be bounded by a threshold when the
number of category II MTDs varies within the admission region
of each small cell.

Lastly, the aggregate network utility of the macro-cell un-
derlaid by small cells, achieved by different resource slicing
schemes, is evaluated with variations of Nu , Na and Ns in
Figs. 11(a) and 11(b). For the proposed bandwidth slicing frame-
work, we also evaluate the effect of the approximations (i.e., the

Fig. 9. Maximum number of admitted devices: (a) for the macro-cell and
(b) for each small cell.

Fig. 10. Maximum packet loss probability for MTDs (Nu = Na = 50).
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Fig. 11. Comparison of aggregate network utility. (a) With respect to the
number of category I MUs and MTDs (Nu = Na , Ns = 140, Ms = 10).
(b) With respect to the number of category II MTDs and MUs (Nu = Na = 50).

variable relaxation) made for solving (P2). It is clear that the
network utility achieved by the set of fractional BS-device opti-
mal association patterns {x̃i,m

∗, x̃i,k
∗}matches closely with the

one achieved by the exact binary optimal solutions {x∗
i,m , x∗

i,k}
after the rounding operation. Moreover, through bandwidth slic-
ing among heterogeneous BSs, the overall network resource
utilization, and thus the network throughput, are significantly
improved. Therefore, it can be seen that our proposed resource
slicing framework achieves higher network utility than both the
SINR-max based network-level resource slicing scheme and the
device-level resource slicing scheme.

VII. CONCLUSION

In this paper, we propose a dynamic radio resource slicing
framework for a two-tier HetNet to determine a set of resource
slicing ratios and BS-device association patterns under different
network load conditions. Based on SDN-enabled radio func-
tion softwarization, spectrum bandwidth resources are centrally
managed and sliced among heterogeneous BSs to improve re-
source utilization and achieve QoS isolation for the coexis-
tence of data service and M2M service. To obtain a set of

optimal bandwidth slicing ratios for each BS, a network util-
ity maximization problem is formulated under the constraints
of differentiated QoS guarantee for data and M2M services,
BS-device association patterns, and resource allocation among
end devices. To reduce complexity, the original optimization
problem is transformed to a tractable biconcave maximization
problem. Then, an alternative concave search algorithm is de-
signed to solve the transformed problem for a set of optimal
slicing ratios and optimal BS-device association patterns. Sim-
ulation results demonstrate the robustness of the proposed al-
gorithm due to its good convergence property and low compu-
tational complexity. In comparison with the two other resource
slicing schemes, the proposed framework has lower commu-
nication overhead for updating the slicing ratios, achieves a
larger device admission region for each cell, and provides higher
network utility.

APPENDIX A
PROOF OF PROPOSITION 1

For brevity, only the proof for (17) in Proposition 1 is pro-
vided. Since the bandwidth, Ws , is reused among all SBSs
and the fraction of bandwidth resources allocated to device i
from one SBS is independent of the fraction allocated to de-
vice q from another SBS, (S2P1′) can be decoupled into n
subproblems, each for one SBS. The subproblem for the SBS
Sk (k ∈ {1, 2, . . . , n}) is formulated as

(S2P1′ − 1) : max
fi , k

u
(1)
k (fi,k )

s.t.

{∑
i∈N ′

k
fi,k = 1 (30a)

fi,k ∈ (0, 1), i ∈ N ′
k . (30b)

The objective function of (S2P1′ − 1) can be further derived as

u
(1)
k (fi,k ) =

∑
i∈N ′

k

log (Wvβsfi,k ri,k )

= log

⎛
⎝∏

i∈N ′
k

Wvβsri,k

⎞
⎠+ log

⎛
⎝∏

i∈N ′
k

fi,k

⎞
⎠ . (31)

Since ri,k is considered constant during each bandwidth slicing
period and is independent of fi,k , (S2P1′ − 1) is equivalent to

(S2P1′ − 2) : max
fi , k

∏
i∈N ′

k

fi,k

s.t.

{∑
i∈N ′

k
fi,k = 1 (32a)

fi,k ∈ (0, 1), i ∈ N ′
k . (32b)

Since geometric average is no greater than arithmetic average,
we have

∏
i∈N ′

k

fi,k ≤
(∑

i∈N ′
k
fi,k

|N ′
k |

)|N ′
k |

(33)

where the equal sign holds when fi,k = fl,k ,∀ i, l ∈ N ′
k , and

| · | denotes a set cardinality. Thus, by satisfying constraints
(32a) and (32b), the optimal fraction of bandwidth resources
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allocated to device i associated with Sk (k ∈ {1, 2, . . . , n}) is

f ∗
i,k =

1

|N ′
k |

=
1∑

l∈Nk ∪Mk
xl,k

� f ∗
k . (34)

Similar proof for (16) in Proposition 1 can also be made, which
is omitted here.

APPENDIX B
PROOF OF PROPOSITION 2

Given βm , we first calculate the Hessian matrix of
u

(2)
m (βm , X̃m ) with respect to X̃m . That is,

H
[
u(2)

m

(
βm , X̃m

)]

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

− 1

h(X̃m )
− 1

h(X̃m )
· · · − 1

h(X̃m )

− 1

h(X̃m )
− 1

h(X̃m )
· · · − 1

h(X̃m )
...

...
. . .

...

− 1

h(X̃m )
− 1

h(X̃m )
· · · − 1

h(X̃m )

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(35)

where h(X̃m ) = Nu + Na +
∑n

k=1

∑Nk +Mk

i=1 x̃i,m , and
the dimension of the matrix is [

∑n
k=1 (Nk + Mk )] ×

[
∑n

k=1 (Nk + Mk )].
For any non-zero vector v = (v1, v2, ..., vy ) ∈ Ry ,

y =
∑n

k=1 (Nk + Mk ), we have

vT H
[
u(2)

m

(
βm , X̃m

)]
v = − (

∑y
i=1 vi)

2

h(X̃m )
< 0. (36)

Since the Hessian matrix H[u(2)
m (βm , X̃m )] is negative definite,

u
(2)
m (βm , X̃m ) is a (strictly) concave function in terms of X̃m

for any fixed βm . Conversely, it is obvious that u
(2)
m (βm , X̃m )

is a (strictly) concave function with respect to βm for any given
X̃m .

Similarly, u
(2)
k (βs, X̃k ) can also be proved as a (strictly) bi-

concave function. The summation
∑n

k=1 u
(2)
k (βs, X̃k ) is a non-

negative linear combination of a set of biconcave functions,
which is also (strictly) biconcave [32].

APPENDIX C
PROOF OF PROPOSITION 3

Proof: Property (1) in Proposition 3 can be easily verified for
(P3′). To verify the uniqueness of the set of optimal solutions,

{β(t+1)
m , β

(t+1)
s , X̃m

(t+1)
, X̃k

(t+1)}, at the end of t th iteration,
we refer to the proof of Proposition 2 that, given {β(t)

m , β
(t)
s },

the objective function of (P3′) is a (strictly) concave function in

terms of {X̃m , X̃k} and, given {X̃m

(t+1)
, X̃k

(t+1)}, the objec-
tive function of (P3′) is also a (strictly) concave function with
respect to {βm , βs}. �
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