9358

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 11, NOVEMBER 2016

Traffic-Load-Adaptive Medium Access Control for
Fully Connected Mobile Ad Hoc Networks

Qiang Ye, Student Member, IEEE, Weihua Zhuang, Fellow, IEEE, Li Li, Senior Member, IEEE, and Philip Vigneron

Abstract—In this paper, we propose an adaptive medium access
control (MAC) solution for a fully connected mobile ad hoc net-
work (MANET), supporting homogeneous best-effort data traffic.
The MAC scheme achieves consistently high network performance
by adapting to the ever-varying network traffic load. Based on the
detection of a current network load condition, nodes can make
a switching decision between IEEE 802.11 distributed coordina-
tion function (DCF) and dynamic time-division multiple access
(D-TDMA), when the network traffic load reaches a threshold,
referred to as MAC switching point. The adaptive MAC solution
determines the MAC switching point to maximize network per-
formance. Approximate and closed-form performance analytical
models for both MAC protocols are established, which facilitate
the computation of MAC switching point in a tractable way.
Extensive analytical and simulation results demonstrate that the
adaptive MAC solution provides consistently maximal network
performance in the presence of traffic load dynamics.

Index Terms—Adaptive medium access control (MAC), closed-
form expressions, delay, dynamic time-division multiple access
(D-TDMA), IEEE 802.11 distributed coordination function (DCF),
MAC switching point, mobile ad hoc networks (MANETS),
throughput.

I. INTRODUCTION

A typical mobile ad hoc network (MANET) consists of a
set of wireless mobile devices (e.g., laptops and smart-
phones) interconnected and communicating with each other
distributedly in either a single-hop mode or a multihop mode
[1]H3]. Due to the infrastructureless characteristic and simpli-
fied implementation, MANETS have a great potential to provide
cost-effective wireless communication services in areas (e.g.,
tactical networks and disaster areas) where the conventional
communication infrastructures cannot be easily implemented.
A well-designed MANET should achieve high network per-
formance and maintain satisfied quality-of-service (QoS) to
mobile users. To achieve this goal, proper medium access
control (MAC) is required. A MAC protocol is a mechanism
to coordinate nodes’ access to the wireless medium to transmit
their packets. Due to distributed network operation and dy-
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namic traffic load, it is challenging to develop a MAC protocol
that can achieve consistently high performance. With no re-
liance on topology and synchronization information, the carrier
sense multiple access with collision avoidance (CSMA/CA)-
based IEEE 802.11 DCF contention MAC scheme [4] is mostly
widely used in current MANET implementations. However, as
the network traffic load increases, the performance of IEEE
802.11 DCF experiences an inevitable degradation, due to
an increased amount of control overhead for packet collision
resolution. On the other hand, by avoiding packet transmission
collisions among nodes, the channelization-based time-division
multiple access (TDMA) schemes [5], [6] achieve higher re-
source utilization than the IEEE 802.11 DCF when the network
traffic load is high. However, the distributed time-slot acqui-
sition of TDMA consumes a considerable amount of channel
time for local information exchange among neighboring nodes,
which makes the channel utilization of TDMA inferior to
IEEE 802.11 DCF in a low network traffic load condition [7].
Therefore, there exists a specific network traffic load at which
the two MAC protocols have the same performance. We refer to
this specific traffic load as the MAC switching point. Before the
traffic load reaches this point, the performance of IEEE 802.11
DCF is higher than that of TDMA, and after this point, the
situation reverses.

Because of the performance trade-off between the contention-
based MAC and channelization-based MAC, to make use of
the network resources more efficiently, adaptive MAC schemes,
combining CSMA/CA (or slotted-Aloha) with TDMA in a
hybrid MAC frame pattern, are proposed in literature, which
intend to switch between the two MAC frame structures either
periodically [8], [9] or via an adaptability to a changing network
traffic load [10]-{12]. Generally, the adaptive MAC schemes
make the switching between different MAC frame structures
based on the estimation of network traffic load through mea-
surements of some microscopic MAC operation parameters
(e.g., the number of unused TDMA time slots [10], number of
consecutively lost acknowledgments (ACKs) [12], and queue
lengths [13]). These microscopic parameters can be effective to
reflect the real-time network traffic load condition. However,
determining the optimal value of the microscopic MAC switch-
ing point, with which the adaptive MAC solutions can achieve
maximum performance, is a challenging issue. It is difficult to
model the relationship between the microscopic network traffic
load indicator and the MAC performance, which is mostly
captured by either simulations [10], [12] or experiments [13].
Without an explicit analytical relationship between the
MAC performance and the network traffic load indicator,
the MAC switching points can only be set empirically, and the
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TABLE 1
IMPORTANT PARAMETERS AND VARIABLES

‘ Parameter & Variable H Definition

A Average packet arrival rate at each node
Ihd Average packet service rate of each node with IEEE 802.11 DCF
bt Average packet service rate of each node with D-TDMA
p Individual node queue utilization ratio
T Packet transmission probability in a backoff slot
CWsy Average backoff contention window time
Dr Average packet delay for IEEE 802.11 DCF
m Maximum backoff stage
My, Retransmission limit
M, Number of minislots
N Total number of nodes in the network
P Conditional collision probability
Te Collision time packets experience during a collision
T. Average collision time encountered before a packet is transmitted
T Minislot duration
T, Packet transmission time for D-TDMA
Tt Duration of packet payload
Ts Successful packet transmission time for IEEE 802.11 DCF
w Minimum contention window size
Wt Packet queueing delay for D-TDMA
Wt Packet access delay for D-TDMA

corresponding switching strategy does not necessarily achieve
a maximal performance gain.

In this paper, we develop an adaptive MAC solution for a
fully connected MANET in which the MAC switching point
between IEEE 802.11 DCF and TDMA is determined based on
a theoretical performance comparison of the MAC protocols.
Our contribution lies in three aspects. First, for a homogeneous
network traffic scenario, whereby all nodes have identical traffic
generation statistics, we establish a mathematical relationship
between the MAC performance metrics (i.e., throughput and
delay) and the macroscopic network traffic load indicator (i.e.,
the total number of nodes). Second, most existing performance
evaluations of either IEEE 802.11 DCF or TDMA rely on
numerical methods (Markov chain modeling [4], [14], nonlinear
system modeling based on mean value analysis [15]), which do
not provide a closed-form expression for performance metrics
and are thus computationally complex to conduct a perfor-
mance comparison between the MAC protocols. To overcome
the limitation, we establish a simplified and unified framework,
considering both traffic saturation and nonsaturation cases,
to make the performance comparison tractable. Approximate
and closed-form analytical relations are established between
the MAC performance metrics and the total number of nodes
in the network for both IEEE 802.11 DCF and TDMA, by
using the least-squares curve-fitting method and M/G/1 queue-
ing analysis, respectively. Third, according to the unified per-
formance analysis framework, an adaptive MAC solution is
developed to determine the MAC selection between IEEE
802.11 DCF and TDMA based on the MAC switching point
calculation. The MAC switching point is adaptive to traffic
load statistics of each node. It is shown that the MAC solution
maximizes the network performance in the presence of data
traffic load dynamics.

The remainder of this paper is organized as follows. We de-
scribe the system model in Section II. Approximate and closed-
form performance analytical models for both IEEE 802.11 DCF
and TDMA are derived in Section III. The adaptive MAC
solution is presented in Section IV, with a focus on calculating
the MAC switching point. Analytical and simulation results are
provided in Section V to evaluate the performance of the pro-
posed MAC solution. Finally, Section VI concludes this paper.

II. SYSTEM MODEL
A. Network Model

Consider a fully connected MANET [16]-{18] with a single
and error-free channel [19], [20]. There is no central controller
in the network, and nodes coordinate their transmissions in a
distributed way. The destination node for each source node is
randomly selected from the remaining nodes. Each mobile node
generates best-effort data traffic. The data traffic arrivals at each
node are modeled as a Poisson process with an average arrival
rate A packets/s [12], [21], [22]. Packet loss among any pair of
source—destination (S-D) nodes results from packet transmis-
sion collisions. The total number of nodes in the network is
denoted by N, which changes slowly with time (with respect
to a packet transmission time), due to user mobility. Some
important parameters and variables are listed in Table I.

B. Adaptive MAC Framework

Consider two candidate MAC protocols maintained at each
node in the adaptive MAC framework [13], in which a separate
mediating MAC entity working on top of the MAC candidates
can reconfigure the current MAC layer by switching from
one MAC protocol to the other, based on the current network
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Fig. 1. Frame structure of D-TDMA.

condition (e.g., interference level and the total number of nodes).
This adaptation of MAC to the networking environment has a
potential to improve the network performance. The contention-
based IEEE 802.11 DCF is considered one candidate MAC pro-
tocol, which is a standardized and widely adopted MAC scheme
based on CSMA/CA. It has a better channel utilization than
slotted-Aloha [23], and has high performance at a relatively low
contention level. Since we consider a fully connected MANET
scenario where no hidden terminal problem exists, the basic
access mechanism in IEEE 802.11 DCF is considered.

The channelization-based dynamic TDMA (D-TDMA)
scheme [6] is chosen as the other MAC candidate, which is
originally used in cellular networks. Time is partitioned to
frames of constant duration. Each D-TDMA frame consists of a
control period and data packet transmission period. The control
period has a number of constant-duration minislots, and data
transmission period is composed of a number of equal-length
data slots. The duration of each data slot is the time used to
transmit one data packet. The number of minislots indicates
the maximum number of users the network can support, and
the number of data slots equals the current total number of
nodes N in the network. The D-TDMA frame structure is
shown in Fig. 1. In order to fit the distributed MANET scenario,
the minislots in the control period of each D-TDMA frame is
used for local information exchange and distributed data slot
acquisition of each node. The D-TDMA can support a varying
number of nodes in the network and achieve high channel
utilization in a high data traffic load.

III. CLOSED-FORM PERFORMANCE MODELS
FOR IEEE 802.11 DCF AND D-TDMA

Here, a unified performance analysis framework is estab-
lished for both candidate MAC protocols. We present approx-
imate and closed-form expressions for the relation between
performance metrics (i.e., network throughput and packet de-
lay) and the total number of nodes in the network. Both traffic
saturation and nonsaturation cases are considered. All the time
durations of IEEE 802.11 DCF are normalized to the unit of a
backoff time slot in the IEEE 802.11b standard.

A. Closed-Form Performance Models for IEEE 802.11 DCF

In a homogeneous traffic case, because of the throughput
fairness property of IEEE 802.11 DCF [24]-{26], the network
throughput! definition can be made over one renewal cycle? of

I'The throughput in this paper is normalized by the channel rate.

2The transmission attempt process of each node can be regarded as a
regenerative process, with the renewal cycle being the time between two
successfully transmitted packets of the node [22].
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the transmission process. It is defined as the ratio of average
payload transmission duration during one renewal cycle over
the average length of the cycle [22], given by

NTy,
N(To+ %)+ TWat+(1=p,) 1= (N=1)p,] (= Dr)
ey

In (1), T}, is the duration of each packet payload; T is the
successful transmission time of one packet; T.= (p/1— p)T.
is the average collision time encountered by each packet before
it is successfully transmitted [20], assuming a large retransmis-
sion limit; 7, is the collision time that each packet experiences
when a collision occurs; p is the packet collision probabil-
ity conditioned on which the node attempts a transmission,
which is assumed constant and independent of the number
of retransmissions; CWo = (Wy/2)+p(W1/2) + p?(Wa/2) +
4 D (Wi /2) + P (Wi /2) 4 -+ P2 (Wi 2) de-
notes the average backoff contention window time spent by
the tagged node i during the cycle, where W; = VW (j =
0,1,...,m) is the backoff contention window size in the jth
backoff stage (W is the minimum contention window size);
m is the maximum backoff stage; M is the retransmission
limit; p,. = A\/pus = A\/Npugq is the probability with which an
incoming packet sees a nonempty queue [22], where s denotes
the average service rate of the IEEE 802.11 DCF; 14 is the av-
erage packet service rate seen by an individual node; and Dy is
the average packet delay, which is defined as the duration from
the instant that a packet arrives at the transmission queue to the
instant that the packet is successfully transmitted, averaged over
all transmitted packets of each node.

Performance analysis in a traffic saturation case: In a traffic
saturation case, (1) can be simplified to represent the saturation
throughput 57, given by

S:

NT},
N (TS + %) +CW,

S = 2

which is a function of the number of nodes N and conditional
collision probability p [27]. The collision probability p is cor-
related with NV [15], [28]

p=1-(1-7)N"! A3)

where 7 is the packet transmission probability of each node
in any backoff time slot given a nonempty queue and can
be also expressed as a function of p. Equation (3) captures
the collision probability that each packet transmission of the
tagged node encounters if at least one of the other N — 1 nodes
transmits in the same backoff time slot. In literature, there are
mainly two ways to approximate 7: 1) 7 = E[My]/CW [15],
where E[My] = (1 — pMt+1)/(1 — p) is the average number
of transmission attempts each node made before the packet is
successfully transmitted or discarded due to the retransmission
limit M7; and 2) 7 = 1/CW; [28], where CW; = ((1 —p —
p(2p)™)/(1 —2p))(W/2) is the average backoff contention
window size between two consecutive packet transmission
attempts of the tagged node. Both approximations of 7 can be
substituted into (3) for solving p with certain N.
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Fig. 2. Least-squares curve-fitting between p and N.

Since variables p and N are correlated in (3), i.e., a high-
degree nonlinear equation whose computational complexity
gets higher with an increase in degree N, the saturation
throughput S1, as a function of both variables, can be evaluated
only by solving (3) numerically [22], [29]. Thus, the throughput
model of (2) and (3) is a nonlinear system that does not provide
a closed-form expression for S;. Based on this numerical
performance model, it is computationally complex to conduct
a performance comparison between IEEE 802.11 DCF and
the other MAC candidate. Therefore, we aim to make some
approximation on (3) to get an explicit closed-form relation
between p and N, which can be directly substituted into (2)
to simplify S as a closed-form function of only V.

Some approximations are available in literature to simplify (3)
(e.g., first-order approximation [28], asymptotic analysis [29]).
However, as shown in Fig. 2, the accuracy of these approxima-
tions drops when N becomes larger. In [22], the exact relation-
ship between p and N is depicted by solving (3) for p over a
wide range of N using numerical techniques. It is stated that
p increases both monotonically and logarithmically with NV,
provided that m, My, and W are specified based on the IEEE
802.11b standard. Thus, to get a more accurate closed-form
function between p and N, we use a nonlinear least-squares
curve-fitting method to fit the relation between both variables

min  |la; 4 ag In(N) — P||2 subject to ag > 0

a=(ay,az

“)

where vectors N ={n|n€Z*} and P = {p,jne€Z"}
are data sets of N and p, respectively, satisfying (3), and
a = (a1, as) is the vector of the fitting coefficients. In (4), the
bounded constraint makes the optimization problem converge
fast to an optimal solution [30].

Proposition 1: Global optimal fitting coefficients in (4) exist
since the logarithmic nonlinear least-squares curve-fitting is a
convex optimization problem.

The proof of Proposition 1 is given in Appendix A. The
logarithmic curve-fitting relation obtained between p and N is

p~ay +ay In(N) = —0.0596 + 0.1534 In(N).  (5)
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Fig. 3. Approximation of average backoff contention window CWa.

Fig. 2 shows that the closed-form logarithmic fitting function
is much more accurate to approximate p, over a wide range
of NN, than the existing approximations in [28] and [29]. Since
the fitting function explicitly expresses p as a function of N,
S1 can be simplified as a closed-form function of only N, by
substituting (5) into (2). However, since the average backoff
contention window CW?, is a high-degree function of p, the ap-
proximate expression of Sy is still complicated. The expression
of CW; can be approximated by an exponential function of p
because the Taylor expansion of an exponential function has a
mathematical form similar to the expression of CWo, i.e.,

~7 _ WO Wl W2 Wm, m Wm il
CWo = ==+ = pt+ =P+ + 50"+
Wm, My,
+ + 2 p
~ b1 + b exp(bsp)
b3 5, b3 5
= (b1 + b2) + babsp + bgjp + b2§p 4. (6)

where (b1, b2, b3) = (12.9590, 3.5405,6.5834) are the coeffi-
cients of the exponential function obtained through the non-
linear least-squares curve-fitting method. Then, by substituting
(5) into (6), CW5, can be further approximated by a closed-form
function of N

CW3 = by + by exp [b3 (a1 + a2 In(NV))]

(N
= by + by exp(bsay) exp [bzas In(N)].

Fig. 3 shows that CW; has a nearly linear relation with N since
bzas = 1in (7).

By substituting (5) and (7) into (2), we obtain a simplified
and closed-form expression of Sy, as a function of N, given
by (8), shown at the bottom of the next page, where T, Tj,,
and T, are known parameters specified in the IEEE 802.11b
standard. Fig. 4 demonstrates that the simplified analytical
function S; (V) is an accurate approximation of the numerical
performance model [22], [27] represented by the nonlinear
system of (2) and (3).
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In the traffic saturation case, the average packet access delay
(average packet service time) D is defined as the duration from
the instant that the packet becomes the head of the transmission
queue to the instant that the packet is successfully transmitted,
averaged over all transmitted packets of each node. Since D,
is the denominator of S; [22], it can also be approximated by
a closed-form analytical function of N, given by (9), shown at
the bottom of the page.

Performance analysis in a traffic nonsaturation case: When
the network is nonsaturated, the average packet arrival rate A
of each node should not exceed its service capacity share piq.
The packet queue at each node possibly becomes empty upon
successful transmission of the previous packet. The derivation
of the packet transmission probability should account for the
fact that a node attempts a transmission only when it has packets
to transmit. Thus, (3) should be revised to

p=1-(1—p-1)N! (10)
where p = A/pug4 is the queue utilization ratio of an individual
node, and p7 is the packet transmission probability of each
node.

Due to its fairness property, the IEEE 802.11 system can be
viewed as a server that schedules its resources to the contending
nodes in a round robin manner [22]. In each scheduling cycle,
every node (out of IV nodes) can occupy an average fraction
of 1/N system bandwidth to successfully transmit one packet.

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 11, NOVEMBER 2016

This service system is called processor sharing (PS) system.
Thus, the IEEE 802.11 DCF can be modeled as an M/G/1/PS
system with cumulative arrival rate Ay, = N\ and service rate
s = Npg. According to [22], this M/G/1/PS system has the
same access delay and queueing delay as the M/M/1 queueing
system with equivalent average arrival rate \; and service
rate 5. Thus, the average packet delay in the M/G/1/PS system
is a summation of average packet access delay and average
packet queueing delay (i.e., the duration from the instant that
the packet arrives at the transmission queue to the instant
that the packet becomes the queue head averaged over all
transmitted packets of each node), given by

1
D =
T lffs_>\5

(1)

where 11 = [T + (T./2) + (CW2/N)] ' [22].

Similar to the traffic saturation case, since p and N are
correlated as in the high-degree nonlinear relation, (10) and (11)
form a nonlinear system with two variables p and /V that can be
solved using numerical techniques [15], [22]. To get a simplified
and closed-form performance expression as a function of NNV,
one approach is to obtain an explicit relation between p and
N. A first-order approximation of (10) and linearizing the
transmission probability as 7 ~ (2W/(W + 1)?)(1 — p) [31]
can be applied to simplify (10) to a quadratic equation of p,
given by

p~ (N —1)A [N(TSJF%)JFCWQ]T

QWNT,
~ 0= 0 G =
NT.W 1
+(W—|— 1)2p+ ] —p} (rp<l). (12)

Then, with packet arrival rate A, a closed-form relation between
p and N can be established by solving the quadratic equation
of p. However, this first-order approximation is accurate only
when p and 7 are much less than one for a small value of IV,
as shown in Fig. 5(a) and (b). To have a more accurate ap-
proximation, we solve (10) for p over a wide range of IV
under the condition that all nodes are traffic nonsaturated. It
is found out that, with different values of ), linearizing p as a
function of N better characterizes the relation between p and V.
Thus, a linear least-squares curve-fitting method is used to

NT,,
Sl (N) = N ajtazn(N) (8)
NTg =+ 5 mTo =+ b1 + b2 exp(b3a1) exp [b3a2 ln(N)]
N In(N
Di(N)=NTs+ — a1+ azIn(N) T. + b1 + by exp(bsay) exp [bgaz In(N)] 9)

21— a1+ azIn(N)]
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find a closed-form linear function between p and N, which
is denoted by p(NN, \) as an approximation of (10), shown in
Fig. 5(a) and (b). Substituting p(N, \) into T, in (1) yields a
closed-form function T,.(N, \) = (p(N, A\)/(1 — p(N, A)))Te.

Since p shows a near linear relation with V for different val-
ues of A and CW5, is approximately an exponential function of
p in (6), CW5 can be approximately represented as an exponen-
tial function of N, denoted by CW (N, A). Therefore, a closed-
form expression for average packet delay D in terms of N is
obtained as
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where j1,(N, \) = [T, + (To(N, V)/2) + (CWa(N, N /N)] !
is a closed-form expression for fi.

Similarly, the nonsaturated network throughput, with the
general form in (1), has the approximate and closed-form ex-
pression given in (14), shown at the bottom of the page. Figs. 6
and 7 show the exact values of average packet delay and non-
saturation throughput as well as their accurate approximations
over a wide range of V. It can be seen that, for A equal to 25
and 50 packets/s, the traffic of each node enters the saturation

1 tate when NN increases to the values greater than 22 and 12
Dy(N )= ———n———— 13) S g ’
2( ) ws(N,A) — N (13) respectively.
NT,
Sa(N,\) = — = (14)

N (T, + Z0R20) 4 CWL(N ) + |1

- ﬁ} {1 (N - 1)m} [L = Dy(N, )]
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B. Closed-Form Performance Models for D-TDMA

Performance analysis in a traffic saturation case: When the
network is saturated, we can obtain closed-form expressions of
throughput and delay as a function of N. Since N in general
varies slowly with respect to the frame duration, the network
saturation throughput S5 is approximately given by

NTy,

N)y=——-"2
S3(N) NT, + My, Tp,

15)

where 17, is the duration of payload information of each data
packet, T}, is the data packet duration including headers, M,
denotes the number of minislots in the control period of each
D-TDMA frame, and T3, is the duration of each minislot.

Moreover, the average packet access delay of D-TDMA,
denoted by D3, can be expressed as

D3(N)= NT,+ MpTp,. (16)

Performance analysis in a traffic nonsaturation case: In order
to simplify the analysis of packet access delay and queueing
delay, denoted by Wy and W, respectively, we assume that
nodes release their data slots and randomly acquire new ones in
the next frame, after transmitting a packet in the data transmis-
sion period of current frame [32]. This assumption guarantees
that the service times of successive packets are independent
identically distributed (i.i.d.) random variables. Based on this
assumption, the queue of each node in the traffic nonsaturation
case can be modeled as an M/G/1 queueing system [32], with
an average service rate denoted by u; packets/s. We derive the
distribution of packet service time Wy to calculate the average
packet access delay E[W] in the M/G/1 system. Then, the
P-K formula [33] can be used to calculate the average packet
queueing delay, E[Wy], for each M/G/1 queue, based on the
second moment of Wy, denoted by E[W2]. As a result, the
average packet delay Dy, which is the summation of E[Wy]
and E[W] (see Appendix B for the derivation of E[W;] and
E[Wqt]), is given by

E 2
Dy = E[Wu + 5 A (W] (17)

(1= AE[Wy]]

Since E[W;] and E[W2] are both functions of N, Dy is also a
closed-form function of IV, denoted by D4(N, \).

As to the nonsaturation throughput analysis, the probability
that the queue of a tagged node is nonempty at the start of its
designated time slot, denoted by P, is given by

A

Py = —
o Lt

(18)

where py = 1/E[Wy| =2 - MM+ N - 1)T,)/(M + N +
1)T,, M denotes the duration of each control period normalized
to the unit of one D-TDMA data slot duration, according to the
delay analysis in Appendix B.

Thus, we use random variable X to denote the number of
nodes with nonempty queues at the start of their designated time
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slots during the time of one frame. The probability mass function
(PMF) and the average of random variable X are given by [14]

k N-k
pocn=(N)(2) (-2) ko
19)
E[X]=N- i (20)
et

Hence, the network nonsaturation throughput Sy can be approx-
imated as a function of N
NI,

Si(N,A\) = .
4( ) Nt(NTp + Mme)

21

In summary, we derive simplified and closed-form through-
put and delay expressions S1(N), Sa(N, \), D1(N), Da(N, \)
for the IEEE 802.11 DCF, and S5(N), Si(N,A), Ds(N),
D4 (N, \) for D-TDMA, respectively, for both traffic saturation
and nonsaturation cases. The expressions can greatly simplify
the MAC switching point calculation.

IV. ADAPTIVE MAC SOLUTION

Here, we present a MAC protocol that adapts to the changing
traffic load in the MANET. The key element is to determine the
MAC switching point with which an appropriate candidate MAC
protocol is selected to achieve better performance in terms of
throughput and delay at each specific network traffic load condi-
tion. Based on the closed-form expressions derived in Section I11,
we establish a unified performance analysis framework to eval-
uate the throughput and delay over a wide range of NV for both
nonsaturated and saturated network traffic conditions. Taking
throughput evaluation as an example, in this framework, when
N is small, the network is nonsaturated and the throughput is
represented analytically by S2(N, A) and Sy(N, \) for IEEE
802.11 DCF and D-TDMA, respectively. With an increase in IV,
packet service rates pq and i of each node with both MAC pro-
tocols decrease consistently, making the queue utilization ratio
of each node approach to one. After a specific network load
saturation point in terms of N, e.g., Ny (N3), where the arrival
rate A equals the service rate g (1), the network operating
in IEEE 802.11 DCF (D-TDMA) enters the traffic saturation
state. Thus, S1 () and S5 (V) are used to represent the network
saturation throughput for each MAC candidate, respectively.

With this unified framework, performance comparison be-
tween the MAC candidates, with respect to N, can be con-
ducted to calculate the MAC switching point. However, since
IEEE 802.11 DCF and D-TDMA have different service capac-
ity, the saturation points N7 and Ny are in general different,
depending on \. Therefore, the MAC switching point can be
a specific network traffic load point, where the network with
either IEEE 802.11 DCF or D-TDMA has four possible traffic
state combinations: 1) The network is in the traffic saturation
state with both MAC candidates; 2) the network is in the traffic
nonsaturation state with both MAC candidates; 3) the network
is traffic saturated with IEEE 802.11 DCF and traffic nonsatu-
rated with D-TDMA; and 4) the network is traffic nonsaturated
with IEEE 802.11 DCF and traffic saturated with D-TDMA.
The established unified closed-form expressions facilitate
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performance comparison and the calculation of MAC switching
point denoted by Ny (in terms of the number of nodes), for
the four possible cases. The MAC switching point may vary,
due to variations of A at each node, in the homogeneous
network traffic scenario. Algorithm 1 presents the detail steps
of determining N,. As an example, we illustrate step by step
the switching point calculation for A = 25 and 50 packets/s,
respectively, based on network throughput comparison. Then,
the complete MAC switching point calculation algorithm is
provided, considering all the possible cases.

Algorithm 1: MAC switching point calculation algorithm
Input : The saturation points, N; and Na, for [EEE
802.11 DCF and D-TDMA.
Output: The MAC switching point N;.

1 if N1 < Ny then

2 if Sl(Nl) > S4(N1,/\) then

3 if S (NQ) < Sg(NQ) then

4 | Ny < solving S1(N) = S4(N, \);
5 else

6 | Ny < solving S1(N) = S3(N);
7 end

8 else if S1(Ny) < S4(N1,A) then

9 | N, « solving So(N,\) = S4(N, \);
10 else

11 | Ns « Ny;

12 end

else if N; > N, then
if Sd(NQ) > SQ(NQ., )\) then
| Ny < solving S3(N,X) = S4(N, \);
else if Sg(Nz) < SQ(NQ, )\) then
if Sg(Nl) > Sl(Nl) then
‘ Ng « solving So(N, \) = S5(N);
else
| N, « solving S1(N) = S3(N);
end
else
‘ Ns < NQ,'
end

T S T S S e S Sy
£ U R = S © ®» 9 & B @

else

N
S W

if Sl(Nl) > Sg(Nl) then

| N, « solving S1(N) = S3(N);
else

| N, « solving So(N,\) = S4(N, \);
30 end
31 end

RN N
e e 9

1) X\ =25 packets/s:

Step 1. Compare the saturation points N1 and N, for

both MAC candidates N1 < No;

Step 2. Compare the throughput of both MAC candi-
dates at Ny, Sl(Nl) > S4(N1, /\),

Step 3. Compare the throughput of both MAC candi-
dates at No, S3(N2) > 5 (NQ);

Step 4. The MAC switching point is calculated by solv-
ing the equation S7(NN) = S4(N, A), where the net-
work has saturated traffic operating in IEEE 802.11
DCEF and nonsaturated traffic operating in D-TDMA.
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2) A\ = 50 packets/s:

Step 1. Compare the saturation points N7 and Ny for
both MAC candidates, Ny = Ny = N*;

Step 2. Compare the throughput of both MAC candi-
dates at N*, S1(N*) = S3(N*);

Step 3. The MAC switching point is obtained as Ny, =
N*, where the network has saturated traffic operating
in either candidate MAC protocol.

The MAC switching point can also be determined based
on comparison of average packet delay between the MAC
candidates, which is expected to generate similar results since
a higher throughput corresponds to a lower packet delay. In
theory, the average packet delay can be evaluated only when
the packet arrival rate is less than the service rate, where the
network traffic is in the nonsaturation state. Otherwise, the
packet delay will theoretically approach infinity. Therefore,
when the MAC switching point locates at an [NV value where
the network is in a traffic saturation state with either candidate
MAC protocol, the average packet access delay D;(N) and
D3(N) can be used to calculate the switching point.

Due to node mobility, the number of nodes N may fluctuate
around the switching point when nodes move relatively fast,
resulting in undesired frequent MAC switching (taking account
of switching cost). In order to benefit from the MAC switching,
the performance gain should be higher than the switching cost.
Therefore, the MAC switching point can be replaced by a
switching interval. The MAC switching is triggered only if the
number of nodes N varies beyond the switching interval. The
length of the switching interval depends on the performance
gain and switching cost.

V. NUMERICAL RESULTS

Here, we present analytical and simulation results for per-
formance evaluation of both MAC candidates and the MAC
switching point. The simulation results are used to demonstrate
the accuracy of the MAC switching point calculation based on
the closed-form expressions in Section III. With an error-free
wireless channel in the system, we use the network simulator,
OMNEeT++ [34], [35], to simulate the IEEE 802.11b DCF and
the D-TDMA. In the simulation, a fully connected network
over a 50 m x 50 m square coverage area is deployed, where
nodes are randomly scattered. Traffic arrivals for each node are
realized as a Poisson process with A being 25 and 50 packets/s,
respectively, for the nonsaturated traffic case, and with \ set
as 500 packets/s for the saturated traffic case. Each simulation
point provides the average value of the corresponding perfor-
mance metrics (i.e., throughput and delay). We also plot the
95% confidence intervals for each simulation result. Note that
some confidence intervals are very small in the figures. Other
main simulation parameters are summarized in Table II.

A. Traffic Saturation Case

First, the saturation throughputs of both MAC candidates
are plotted in Fig. 8(a)—(c), for M,, = 15, 25, and 35, respec-
tively. It is observed that the analytical and simulation results
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TABLE 11
SIMULATION PARAMETERS USED IN IEEE 802.11B[36] AND D-TDMA

MAC schemes

IEEE 802.11b D-TDMA
Parameters
Channel capacity 11Mbps 11Mbps
Basic rate 1Mbps 1Mbps
Backoff slot time 20 ps —
Minimum contention window size (W) 32 —
Maximum contention window size (W) 1024 —
Retransmission limit (M7y) 7 _
Guard time (GT) [6] — 1 ps
PLCP & Preamble 192 ps 192 ps
MAC header duration 24.7 ps 24.7 ps
Packet payload duration (7};) % us % s
Short interframe space (SIFS) 10 ps —
ACK 10.2 ps —
Distributed interframe space (DIFS) 50 ps —
Minislot duration (75,,) — 219.4 ps
Network size upper limit (M,,) 15/25/35 nodes 15/25/35 nodes
Queue length 10000 packets 10000 packets

closely agree with each other. As M, increases, the saturation
throughput of D-TDMA decreases since the length of the con-
trol period in each D-TDMA frame increases, which reduces
the channel utilization. The two MAC candidates have near
opposite throughput variation trends as the network traffic load
increases. For IEEE 802.11 DCEF, the saturation throughput
decreases with an increase in the traffic load. On the other
hand, the saturation throughput of D-TDMA experiences a
consistent rise when the number of nodes increases. Therefore,
the two throughput curves intersect at a specific network traffic
load value, e.g., N = 12.5 when M,,, = 35. Before this value,
IEEE 802.11 DCF outperforms D-TDMA and, after this value,
the D-TDMA performs better. Thus, the MAC switching point
is the first integer number of nodes after the intersection,
ie., Ny = 13.

The average packet access delay of both MAC candidates in
a traffic saturation case are plotted in Fig. 9(a)—(c), for M,, =
15, 25, 35, respectively. It is observed that the MAC switch-
ing point is almost the same as that based on the saturation
throughput.

B. Traffic Nonsaturation Case

Fig. 10(a) and (b) show how the network throughput changes
with the number of nodes for both MAC schemes at A = 25 and
50 packets/s, respectively. Again, the analytical results closely
match the simulation results. In the simulation, we start from
N = 2, where each node has a nonsaturated traffic for both
MAC candidates and gradually increase the N value to N =35.
As N increases, the service rate for each node decreases, and
the traffic at each node becomes saturated after /N increases
to a certain value. For IEEE 802.11 DCEF, the saturation point
locates at N7 =23 and 13 for A equal to 25 packets/s and
50 packets/s, respectively. On the other hand, the corresponding
saturation point of D-TDMA is Ny = 33 and 13, respectively.

When the traffic load is low, the nonsaturation network through-
put of IEEE 802.11 DCF is greater than that of D-TDMA;
therefore, nodes should choose IEEE 802.11 DCF as the initial
MAC scheme. For A\ = 25 packets/s, the MAC switching point
is Ny=26, where nodes with IEEE 802.11 DCF are traffic
saturated. For A\ = 50 packets/s, the switching point appears
at Ny, = 13, from which nodes with either MAC scheme have
saturated traffic.

Fig. 11(a) and (b) shows the average packet delay for both
MAC candidates in a traffic nonsaturation case with A = 25 and
50 packets/s, respectively, for NV varying from 2 to the largest
integer within traffic nonsaturation load region. We can see
that the analytical results closely match the simulation results
and the confidence intervals are very small. For A =25 packets/s,
the two delay curves are expected to intersect at the network
load point where IEEE 802.11 DCF becomes traffic saturated
and D-TDMA is still traffic nonsaturated. Thus, the MAC
switching point exists as the saturation point of IEEE 802.11
DCF, which is denoted N, = 23. For A = 50 packets/s, the
two delay curves do not intersect in the traffic nonsaturation
state. Thus, the MAC switching point is expected to exist at
a traffic saturated load point greater than N = 12, which can
be obtained analytically as N, = 13 based on comparison of
average packet access delay for both MAC candidates, shown
in Fig. 9(c). The MAC switching point based on packet delay
comparison is almost the same as that based on throughput
comparison.

VI. CONCLUSION

In this paper, we consider adaptive MAC between IEEE
802.11 and D-TDMA to maximize network performance over
traffic load variations. We propose a novel analytical model
to calculate the MAC switching point for a fully connected
MANET with homogeneous best-effort data traffic support.
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Fig. 8. Saturation throughput of both MAC schemes. (a) M, = 15.

(b) My, = 25. (¢) My = 35 Fig. 9. Average packet access delay of both MAC schemes. (a) My, = 15.
m = 25. m = 35.

(b) My, = 25. (¢c) My, = 35.

Based on the switching point, nodes can make a switching deci- closed-form expressions for network performance in terms of
sion between IEEE 802.11 DCF and D-TDMA in a distributed the total number of nodes in the network are presented for both
manner when the network traffic load varies. Approximate and MAC candidates to facilitate the calculation of MAC switching
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point. Analytical and simulation results demonstrate the high
accuracy of the proposed analytical model in determining the
MAC switching point, in both saturated and unsaturated traffic
load conditions. For our future work, we intend to extend
the adaptive MAC solution to support heterogeneous services
(i.e., both real-time voice and non-real-time best-effort data
applications) in a fully connected MANET.

APPENDIX A
PROOF OF PROPOSITION 1

The objective function of the logarithmic nonlinear least-
squares curve-fitting problem can be written as

N
lar + a2 In(N) = P2 = 3~ (a1 + a2 In(n) — pn)?

n=2

N
= ). (22)
n=2

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 65, NO. 11, NOVEMBER 2016

10 T T
= 802.11b, Analysis
= = =D-TDMA, Analysis : ¥
’

) o  802.11b, Simulation ;f
%/ 10°} x  D-TDMA, Simulation Doy i 3
3 »*
g
o
s
[
)
210k 1
-
(4
<

100 1 1 1 1 1 1

0 5 10 15 20 25 30 35
Number of Nodes (V)
(@)
10° ; : ;
——3802.11b, Analysis
= = =D-TDMA, Analysis
o 802.11b, Simulation *
10°}F x  D-TDMA, Simulation : : e E

Average Packet Delay (ms)

Number of Nodes (V)
(®)

Fig. 11. Average packet delay versus the number of nodes. (a) A =
25 packets/s. (b) A = 50 packets/s.

Then, Va € dom f,, we calculate the Hessian matrix of f?L (a)
as follows:

w % 2 21n(n)

9 . N aidaz | __

B2 =] ot 2 |~ i) 2 @
d(LQd(Ll da%

The eigenvalues of the Hessian matrix can be derived by
solving the eigenfunction of H(f2)

—2In(n)

det (\T—H (f2)) = A—21n%(n)

n

A—2
—21n(n)

— A\ =0, =2+2In%(n). (24)
Because both eigenvalues of H(f2) are nonnegative, the
Hessian matrix H(f2) is semi-definite. On the other hand, since
dom f, = {(a1,az) | az > 0} is a convex set, f2(a) is a
convex function for all a € dom f;,.
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Fig. 12. HOL-packet arrival patterns within one frame. (a) Node’s queue is
nonempty. (b) Node’s queue is empty.

Hence, the objective function ZiVZQ f2(a) is a nonnegative
sum of convex functions f2(a) (n=2,3,...,N), which is
also convex [30]. That is, the curve-fitting is a convex optimiza-
tion problem.

APPENDIX B
DERIVATION OF E[W] AND E[Wq]

To calculate the average packet delay of the M/G/1 queue
of a tagged node, we first derive the probability distribution of
packet service time Wy;. For analysis simplicity, we normalize
the control period of each frame as an integer multiple of one
D-TDMA data slot duration T}, i.e., M = [M,,,T,,,/T}, ], where
[ is the ceiling function. The end instant of each slot along
one D-TDMA frame is numbered from 1 to M + N, as shown
in Fig. 12. Let random variable J denote the arriving instant
of each head-of-line (HOL) packet. It is assumed that HOL
packets of the tagged node appear only at the end of each
time slot, neglecting the possibility that HOL packets can arrive
within the duration of each time slot [32], which means J takes
discrete values from set A = {1,2,..., M + N}. In Fig. 12,
it can be seen that HOL packets have two different arriving
patterns according to current status of the queue: 1) When the
node’s queue is nonempty (i.e., at least one packet staying in
the queueing system), HOL packets can appear only at the
end of its designated data slot in the data transmission period,
which means J takes values from set A’ = {M +1,M +
2,...,M + N}; and 2) when the node’s queue is empty (i.e.,
no packets are in service), HOL packets can arrive at any time
instant in set A. Next, we derive the distribution of W; under
these two cases.

When the node’s queue is nonempty, based on the assump-
tion that the data slot is randomly selected for each node in
the next frame upon the successful packet transmission in the
current frame, we use random variable I, which takes values
from set B ={1,2,..., N}, to denote the data slot number

9369

that the node selects in the next frame. Thus, the probability
distribution of the packet service time Wy in the unit of one
data slot duration, denoted by W, is derived as

P{W, = M +k}

= Y PW.,=M+kJ=jI=i}
jEA'’ icB

= Y P{W=M+k|J=jI=i}P{J=j}P{I=i}

jEA’ icB
k

P{W,=M+N +k}

_ Nk (1<k<N-1).

= (25)

When the node’s queue is empty, HOL packets can arrive at
any time instant in set A. Thus, the probability distribution of
W is derived in the following two cases.

1) If M > Nm, then

M—k+N

> P{W.=k|lJ=j}P{J=j}
j=M—k+1

P{Wszk}:

1
= 1<k<N-1
M+ N (Isks )

k+N
> P{W,=M—k|J=j}P{J=j}

j=k+1

P{W, = M—Fk}

M+ N’ O<k= )

N-k M+N
P{Wo=M+k}=>_ Y  P{W.=M+k|J =j}
j=1 j=M+N—-k+1

1
. P— ) P— < < .
PU=jt =gy (1<h<N)
(26)
2) If M < N, then
M—-k+N
P{W.=k}= Y P{W.=kJ=j}P{J=j)
J=M—k+1
S (1<k<M)
M4+ N’ -
—k M+N

N
P{W,=M+k}= Z P{W,=M+Fk|J=j}

j=1 j=M+N—-k+1

- P{J=j}= (1< k< N).

27)

1
M+ N’
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Hence, the average service time E[Wg| and the second
moment of service time E[W2] are derived as follows:

Bl

Wst] = Pqn ' Z lepP{VVs = kl}
k1€C

+ Pye - Y kT P{W, = ko}

koeD

= AE[Wa]- > ki T,P{W, =k}
kieC

+ (1= AEWal) - > kT, P{W, = ko}

ko€D
(M+N+1)T,
EWy] = 28
= Wl =g v -, (28)
2M +2N + 1)(M + N +1)T2
S 6 p
N?Z -1
: (M+N)2+T
2M +2N +1)(M + N + 1
@M 42N+ 1)(M 4N +1) 9
6
where P, is the queue empty probability, and C and D are two

sets

of possible values of W for the queue nonempty and queue

empty cases, respectively.
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