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Abstract
Network slicing is a key technology to allow 

resource sharing among heterogeneous operators/
services, which achieves QoS isolation for service 
provisioning in future communication networks. In 
this article, a comprehensive hierarchical soft-slicing 
framework is proposed to enable software-defined 
radio access networks supporting differentiated 
services with diverse QoS requirements. The pro-
posed framework consists of network-level slicing 
and gNodeB-level slicing. In the network level, 
radio RBs are pre-allocated to each gNodeB in a 
large time scale, while in the gNodeB level, the 
pre-allocated RBs are dynamically scheduled to 
the services in response to the small time scale 
(mini-slot-level) RB request variations. The pro-
posed framework allows the accommodation of 
time-varying traffic loads of differentiated services 
over multiple gNodeBs, while enabling dynamic 
inter-gNodeB RB sharing to increase the resource 
multiplexing gain. A case study is presented to 
demonstrate the effectiveness of the proposed 
framework, followed by a discussion on open 
research issues.

Introduction
With the prevalence of Internet-of-Things (IoT), a 
massive number of intelligent devices (e.g., sen-
sors, vehicles, wearable devices) are expected 
to be connected to accommodate various newly 
emerging services [1, 2], including ultra-reli-
able and low-latency communication (URLLC) 
services, massive machine-type communication 
(mMTC) services, and enhanced mobile broad-
band (eMBB) services [3]. These new services 
demonstrate highly diversified traffic character-
istics and differentiated quality-of-service (QoS) 
requirements. In particular, URLLC is crucial to 
many prospective applications, such as industry 
automation, autonomous driving, and remote sur-
gery, which require a low end-to-end (E2E) com-
munication delay in the order of milliseconds. 
Meanwhile, the reliability requirements of URLLC 
services can be higher than 99.999 percent [3]. 
In contrast, eMBB services require high data rates 
(up to the order of Gb/s) supported on moving 
devices over a wide coverage area. Typical appli-
cations include 4K/8K ultra-high definition video 
streaming, virtual reality, and augmented reality.

To support the massive number of terminals 
with seamless connectivity, radio access networks 

(RAN) are foreseen to consist of a multi-tier of 
network components, that is, macro-cells, small 
cells, and femtocells. However, the inherent radio 
resource scarcity problem poses technical challeng-
es on RAN resource management, considering the 
increased inter-cell/inter-tier interference. Hence, a 
fundamental research issue is how to achieve effi-
cient spectrum utilization in a multi-tier RAN, while 
meeting the diversified service requirements.

As one of the key enabling technologies for 
future networks, network slicing holds great poten-
tial to support various services by logically parti-
tioning the network resources into multiple virtual 
slices for customized services [4–6]. Typically, each 
sliced network consists of a RAN slice and a core 
network slice. Each RAN slice incorporates the 
radio access and processing functions from a set 
of base stations (i.e., gNodeBs) and the allocat-
ed radio resource blocks (RBs) to support a cer-
tain type of service. Each core network slice has 
a set of network/service-level functionalities (e.g., 
firewall, transcoding) and associated processing 
resources and link transmission resources. Multi-
ple network slices coexist over a physical substrate 
network, and their resources are logically isolated 
and managed independently by different virtual 
network operators (VNOs). However, to satisfy 
the diverse QoS requirements of different slices, 
the network-wide radio resources have to be parti-
tioned efficiently, in order to maximize the utilities 
of service providers. Software-defined networking 
(SDN) is the key technology to enable RAN slicing 
[1, 3, 5–7], as it realizes programmability on all the 
gNodeBs, and thus a logically centralized control-
ler is able to manage the radio resources over the 
whole physical network. With the help of SDN, 
gNodeB radio resources can be flexibly “sliced” 
to achieve better QoS provisioning and more effi-
cient resource utilization. However, the signaling 
overhead between gNodeBs and the controller 
can be increased if the system information within 
gNodeBs is frequently updated due to significant 
traffic fluctuation.

To allow network-wide radio resource shar-
ing among different network slices/VNOs in a 
cost-effective manner while ensuring stringent and 
diverse QoS, it is imperative to take advantage of 
a two-level (i.e., network-level and gNodeB-level) 
SDN-based radio resource allocation framework 
to facilitate spectrum exploitation among different 
network slices in different time scales. With the use 
of the SDN controller, the network-wide RBs can 
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ACCEPTED FROM OPEN CALL be pre-allocated to each gNodeB in a large time 
scale, while each gNodeB can dynamically sched-
ule the pre-allocated RBs to each end user in a 
small time scale, in response to traffic burstiness. By 
establishing the two time granularity resource allo-
cation policy, the signaling overhead between BSs 
and devices for the network-level RB re-allocations 
can be reduced. In this article, we propose a hier-
archical “soft” RAN slicing framework that allows 
the opportunistic radio resource sharing among 
different network slices over network-wide, while 
ensuring stringent and diverse QoS guarantee. The 
proposed framework is designed to accommodate 
time-varying traffic load by dynamic inter-gNodeB 
resource sharing to exploit the resource multiplex-
ing gain. The remainder of the article is organized 
as follows. Motivations and challenges for soft 
RAN slicing are first discussed. A hierarchical soft-
RAN slicing framework is then presented, followed 
by a case study and a discussion on open research 
issues. Finally, conclusion remarks are drawn.

Motivation and Challenges
Motivation

The motivation of designing a RAN slicing frame-
work to satisfy differentiated QoS requirements 
of diverse services in a cost-effective and flexi-
ble manner can be elaborated from the following 
aspects:

QoS Isolation: Different network services are 
usually with distinct QoS requirements. Howev-
er, the variation of network states (including user 
mobility, channel quality, and traffic load) of one 
service should not affect the QoS provisioning of 
another service, in order to achieve QoS isolation 
[6]. To this end, radio resource slicing is necessary 
to reorganize and partition the whole network 
resources into slices, each of which is allocated 
to one service to ensure QoS isolation. To facil-
itate the spectrum exploitation among different 
network slices and achieve flexible radio resource 
management, it is crucial to have a global network 
view over the available radio resources. SDN is 
an effective technology to enable centralized con-
trol with global network view. By using SDN, the 
radio resources can be managed flexibly among 
gNodeBs to realize network-wide resource sharing.

Differentiated Resource Allocation Granu-
larity: Time-varying traffic loads among gNodeBs 
require dynamic resource allocation to achieve 
improved resource utilization. However, the sig-
naling overhead between gNodeBs and the SDN 
controller can become high if traffic states with-
in gNodeBs is frequently updated. To reduce the 
signaling exchange frequency, it is desired that 
the RBs can be pre-allocated to each gNodeB in 
a large time scale to realize coarse-grained ser-
vice provisioning, while allowing fine-grained RB 
allocation adjustment in each gNodeB to achieve 
strict QoS-guarantee. This motivates the design of 
a hierarchical (i.e., two-level) RAN slicing frame-
work for supporting differentiated services in future 
networks.

Adaptation with Traffic Variation: To support 
differentiated services in SDN-enabled RAN, the 
pre-allocated radio resources to each gNodeB can 
be inefficient due to the varying traffic load. At the 
same time, resources among slices are also shared 
and dynamically updated according to real-time 

traffic loads. Therefore, some of the gNodeBs can 
be overloaded while others are under-utilized in 
terms of RB resources. A soft RAN slicing scheme 
is required, in which the RBs pre-allocated to one 
gNodeB need to be temporarily accessed by some 
of other gNodeBs.

Challenges
Designing a two-level soft RAN slicing framework 
for supporting diverse services also faces techni-
cal challenges:

Strict QoS Guarantee: Some 5G network ser-
vices such as URLLC services may have strict QoS 
requirements in terms of delay (less than 1 ms) and 
reliability (higher than 99.999 percent). To guar-
antee the ultra-low delay requirements, the radio 
resources need to be re-scheduled in short time 
intervals (i.e., within milliseconds or even smaller 
[8]). To ensure the stringent QoS requirements, 
the allocated resource should be either over-pro-
visioned, which causes low resource utilization, 
or frequently updated as often as the time scale 
of a scheduling interval, which requires significant 
signaling overhead between gNodeBs in the RAN. 
Therefore, a RAN slicing scheme needs to balance 
the trade-off between resource utilization and net-
work dynamic adaption [8, 9], which poses chal-
lenges on QoS-aware RAN slicing.

Spatial and Temporal Traffic Dynamics: 5G 
services usually have differentiated traffic patterns. 
For instance, traffic arrivals of each URLLC user 
is highly bursty, while eMBB user data traffic is 
highly coupled with its mobility pattern and spatial 
locations [3, 10]. To have an efficient RAN slicing 
scheme, customized and accurate traffic model-
ing for each service is a necessity. On the other 
hand, since the wireless channel conditions and 
RB scheduling performance are affected by user 
mobility and traffic dynamics, it is technically chal-
lenging to design an appropriate mapping relation 
between traffic loads and the required resource 
amounts, given a heterogeneity of users and ser-
vices.

Signaling Overhead Reduction: Due to high 
traffic dynamics, it is challenging to achieve optimal 
network-level resource allocation as frequent inter-
action between gNodeBs and the SDN controller 
incurs excessive signaling overhead. On the other 
hand, resource blocks can be scheduled within 
each gNodeB at a much smaller time scale (com-
parable to the duration of one mini-slot) to reduce 
the information exchange between the controller 
and gNodeBs. Therefore, a RAN slicing problem 
should be studied with two spatial-temporal lev-
els considered, where network-wide resource slic-
ing is conducted to achieve global optimality over 
the whole RAN, and a small time scale resource 
scheduling is operated to adapt to traffic variations 
in each gNodeB. How to balance the trade-off 
between re-slicing signal overhead and global slic-
ing optimality turns out to be an essential issue in 
designing the two-level RAN slicing scheme.

Multiplexing Gain Exploration: While guaran-
teeing differentiated service QoS requirements, a 
non-static resource allocation scheme is expect-
ed to improve the multiplexing gain. Existing RAN 
slicing strategies are either “hard” or “soft.” Hard 
slicing schemes assign a fixed number of RBs to 
gNodeBs, which ensures QoS isolation without 
exploring multiplexing gain. In contrast, soft slicing 
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schemes enable dynamic sharing of RAN resources 
among gNodeBs, which realizes fl exible resource 
allocation with high multiplexing. Therefore, a soft 
radio resource slicing mechanism is effective to 
balance the trade-off between QoS isolation and 
multiplexing gain. The main challenge is to deter-
mine the optimal ratio of the amounts of reserved 
resources over shared resources.

proposed hIerArchIcAl 
soft rAn slIcIng frAMeWork

netWork ArchItecture
As shown in Fig. 1, we consider two typical 
types of services for 5G networks, that is, URLLC 
services and the eMBB services. Four network 
components exist in the considered network 
architecture as follows:

SDN Controller: We consider SDN-enabled 
RAN where a set of gNodeBs in the same network 
tier are directly connected to and managed by a 
central SDN controller through the NG interfaces 
[11]. All the gNodeBs in the RAN share a common 
radio resource pool and the SDN controller has a 
centralized control over all radio resources in the 
gNodeBs.

gNodeB: A gNodeB refers to a 5G base station 
which accommodates the service requests inside 
its coverage area. A set of gNodeBs are considered 
as a gNodeB sharing group if they are highly over-
lapped in their communication coverage areas. 
Due to the highly overlapped coverage areas, 
frequency reuse among gNodeBs in one shar-
ing group is ineffective in reducing inter-gNodeB 
interference. Therefore, orthogonal resources are 
allocated to gNodeBs within one sharing group, 
and frequency reuse takes place among diff erent 
sharing groups. The gNodeB-level RB scheduling is 
performed by each gNodeB in a small time scale.

URLLC User: URLLC users generate URLLC 
service requests that require ultra-high reliability 
and low latency. Heterogeneous URLLC users 
with different traffic patterns can be served by 
one gNodeB. URLLC users are in general with low 
mobility, so they can be considered as quasi-static 
within one slicing period. The RBs are scheduled to 
URLLC services periodically in each URLLC trans-

mit time interval (TTI) with a duration of 0.125 ms 
[3]. Each URLLC TTI is referred to as a mini-slot.

eMBB User: eMBB users usually generate ser-
vice requests requiring high average data rates. 
RBs are scheduled to eMBB services periodically in 
each eMBB TTI with a duration of 1 ms [8]. Within 
each eMBB TTI, URLLC traffic has higher priority 
over eMBB traffi  c to guarantee these stringent QoS 
requirements [3]. Therefore, the URLLC traffic is 
allowed to occupy scheduled RBs for the eMBB 
traffi  c, which is also referred to as the URLLC traffi  c 
“superposition” over eMBB transmission [8]. Since 
eMBB services widely exist in both high mobility 
scenarios (e.g., vehicle/high-speed railway) and in 
low-to-moderate mobility scenarios (e.g., pedes-
trian movement), their required RB amount can 
be diff erent due to mobility patterns, even for two 
services with the same QoS requirements. There-
fore, the mobility features of eMBB users need to 
be incorporated into the resource slicing problem 
formulation.

The hierarchical slicing framework consists of 
two levels, that is, network-level RB pre-allocation 
among gNodeBs, and gNodeB-level RB schedul-
ing within each gNodeB. During network-level RB 
pre-allocation, the network-wide RBs are allocated 
to each gNodeB by the SDN controller in a large 
time scale. In the gNodeB-level scheduling phase, 
the pre-allocated RBs are scheduled to the service 
requests generated by URLLC/eMBB users within 
each gNodeB in each slot/mini-slot. By separating 
network-level and gNodeB-level resource alloca-
tion, the overhead for frequent RB re-allocations is 
signifi cantly reduced.

netWork-level resource pre-AllocAtIon
The objective of network-level RB pre-allocation 
is to pre-allocate RBs for all the gNodeBs. Dif-
ferent from the hard slicing schemes that allo-
cate a fixed number of RBs to each gNodeB, 
the number of RBs assigned to each gNodeB by 
network-level RB pre-allocation varies in diff erent 
scheduling slots according to instantaneous traf-
fi c demands, which conducts the resource allo-
cation in a “soft” way. This mechanism not only 
ensures the QoS requirements of diff erentiated 
services, but also enables the gNodeBs to share 

FIGURE 1. Network architecture for the hierarchical soft RAN slicing framework.
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their idle RBs with other overloaded gNodeBs. 
On the other hand, compared with the “fully 
soft” slicing schemes which share the RBs pool 
among all the gNodeBs, the RBs pre-allocated to 
each gNodeB can be directly accessed by other 
gNodeBs without frequent access negotiations 
or contentions [12, 13]. Those frequent inter-
gNodeB negotiations or contend-based access 
mechanisms are not effective in guaranteeing 
the delay and reliability QoS requirements in a 
mini-slot level.

During the network-level resource pre-alloca-
tion, the strict delay and reliability requirements 
of URLLC services, as well as the minimal average 
throughput of eMBB services, should be satisfi ed. 
To this end, the mapping relation between URLLC/
eMBB traffi  c (in packets/mini-slot) and the number 
of required RBs (in RBs/mini-slot) should be investi-
gated. The aggregate URLLC traffi  c arrivals at each 
gNodeB can be modeled as a Markov-Modulated 
Poisson Process (MMPP) [14]. The delay violation 
probability for URLLC traffic at each gNodeB is 
thus analyzed based on queuing theory to ensure 
the delay and reliability satisfaction. The average 
RB requirement for an eMBB service is calculat-
ed based on the mobility model applied, that is, 
the random waypoint (RWP) model which can 
characterize diff erent enhanced mobility patterns 
based on the model parameter selection [15]. 
Then, an optimization problem is formulated to 
minimize the total number of RBs pre-allocated 
to all gNodeBs in one sharing group. Specifi cally, 
the delay requirement for URLLC services can be 
interpreted as the maximal packet queue length 
based on packet queuing analysis, and the URLLC 
reliability requirement constrains the maximal loss 
probability of URLLC packets during transmission 
and queuing. The average throughput requirement 
of eMBB services is expressed as the minimal aver-
age number of remaining RBs after URLLC packet 
scheduling. With those methods, the URLLC and 
eMBB QoS requirements are incorporated into the 
problem formulation.

The main advantages for the network-level 
resource pre-allocation include:
• A “soft-slicing” mechanism is developed which 

guarantees QoS requirements of diff erentiated 
services by non-fi xed resources pre-allocated to 
each gNodeB.

• Both the traffic burstiness and inter-gNodeB 
resource sharing probability are exploited to 
improve the network-level multiplexing gain.

• Frequent re-slicing is avoided by allowing 
gNodeB-level RB scheduling to address dynam-
ic bursts in traffic, which significantly reduces 
the signaling overheads between the SDN con-
troller and the gNodeBs.

gnodeb-level rb schedulIng
Given the pre-allocated RBs from network-lev-
el RB pre-allocation, each gNodeB executes 
gNodeB-level RB allocation to schedule the RBs 
based on the instantaneous traffic rate in each 
mini-slot. Meanwhile, the RBs requests and shar-
ing between gNodeBs are conducted in a mini-
slot level to realize collision-free inter-gNodeB RBs 
sharing, while satisfying the QoS requirements of 
diff erentiated services.

Traditional RB scheduling algorithms, such as 
the round robin (RR) algorithm and the enhanced 
proportional fair (EPF) algorithm, can hardly guaran-
tee the strict reliability and latency requirements of 
URLLC services [12]. Meanwhile, the inter-gNodeB 
RB sharing, which is essential to ensure the reliabil-
ity requirement of URLLC services, is not enabled 
in those algorithms. Therefore, a new gNodeB-level 
RB scheduling scheme for each gNodeB to assign 
RBs to users is designed. The new scheme ensures 
both reliability and latency requirements for URLLC 
services, and supports dynamic inter-gNodeB and 
inter-mini-slot RB sharing so as to increase the radio 
resource multiplexing gain.

The proposed gNodeB-level RB scheduling 
scheme that enables inter-gNodeB RB sharing is 
illustrated in Fig. 2. The gNodeB-level RB sched-
uling scheme is executed on each gNodeB. 
Each gNodeB maintains a transmission queue. 
For eMBB traffic, the traditional EPF scheme is 
applied to ensure the average throughput require-
ments and the fairness between services. Note 
that URLLC data can occupy the scheduled RBs 
to eMBB services within each eMBB TTI. For mul-
tiple eMBB services with the same priority, URLLC 
data traffic randomly occupy the RBs scheduled 
for eMBB traffic; for eMBB services with differ-
ent priorities, the scheduled RBs are occupied by 
URLLC data traffi  c with diff erent probabilities for 
QoS prioritization.

FIGURE 2. An illustration of the proposed gNodeB-level RB scheduling process in each gNodeB.
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To guarantee the delay tolerant constraint 
of URLLC services, the queue length threshold is 
designed to be the number of pre-allocated RBs in 
each mini-slot times the maximal allowed latency 
for URLLC service in unit of mini-slot. At the begin-
ning of each mini-slot, each gNodeB determines the 
scheduling decision according to the traffic loads. 

Case 1: The pre-allocated RBs in one mini-slot 
are sufficient to support newly arrived and existing 
URLLC data in gNodeB’s transmission queue (in 
unit of RB), all the required RBs are scheduled and 
then being transmitted in the next mini-slot. The 
eMBB data are scheduled for transmission using 
remaining RBs allocated for URLLC traffic, and the 
traditional EPF algorithm is applied.

Case 2: When the number of newly arrived and 
queued data (in unit of RB) is larger than the pre-al-
located RBs amount in one mini-slot, but small-
er than the maximal queue length, the gNodeB 
schedules all the pre-allocated RBs for transmitting 
data in the queue on a first-in-first-out basis. The 
remaining URLLC data are added to the end of the 
queue.

Case 3: The maximal queue length is violated, 
the gNodeB will cache the extra data, and broad-
cast a message requesting the same number of RBs 
from other gNodeBs in the sharing group. Through 
the interaction among gNodeBs in one sharing 
group, the proposed gNodeB-level RB scheduling 
scheme can realize collision-free inter-gNodeB RBs 
sharing, so as to increase the resource multiplexing 
gain.

The gNodeB-level RB scheduling has the follow-
ing advantages:
•	 Realize a collision-free inter-gNodeB negotia-

tion mechanism which is available for mini-slot 
level RBs scheduling for URLLC services.

•	 Addressing traffic bursts locally instead of 
informing the controller for re-slicing.

•	 Cooperate with network-level resource pre-allo-
cation to ensure QoS requirements of differen-
tiated services in real-time operation.

Operation Workflow
Figure 3 shows the interaction between the 
two-level resource slicing in the proposed frame-
work. The network-level and gNodeB-level mech-
anisms are implemented on the SDN controller 
and each gNodeB, respectively, and are running in 
different time granularities. 

First, the SDN controller performs the net-
work-level RB pre-allocation based on the service 
requests of all gNodeBs in one sharing group. 
After the pre-allocation phase is completed, each 
gNodeB monitors the user distribution inside its 
coverage area. For the variation of traffic statis-
tics (e.g., user distribution), the gNodeBs report 
new traffic states to the controller and a re-exe-
cution of network-level RB pre-allocation can be 
triggered. Afterwards, the updated decision of 
RB pre-allocation is sent to all the gNodeBs. For 
temporal traffic bursts that can be addressed by 
gNodeB-level RB scheduling (e.g., URLLC traffic 
bursts, eMBB user moving), the gNodeBs avoids 
to refer to the SDN controller for the network-lev-
el resource reallocation. Then, for the gNodeB 
level resource scheduling, each gNodeB makes 
the scheduling decision in mini-slot, and exchang-
es RBs with other gNodeBs through inter-gNodeB 
negotiation. The number of total RBs to be sched-
uled within one mini-slot for each gNodeB is 
updated after each re-execution of network-level 
RB pre-allocation.

The proposed framework has the following 
main advantages:
•	 Fast response in the gNodeB-level resource 

scheduling and global optimality in the net-
work-level resource allocation, with reduced 
controller-gNodeB communication overhead.

•	 Guaranteed QoS requirements of differentiat-
ed services and improved resource utilization 
through dynamic inter-gNodeB RBs sharing.

•	 Collision-free gNodeB-level RB scheduling via 
inter-gNodeB negotiation with stringent QoS 
guarantee for URLLC services.

Case Study
In this section, a case study is presented to eval-
uate the performance of the proposed soft RAN 
slicing framework.

Simulation Setting
We consider an SDN-enabled RAN with multi-
ple gNodeBs deployed as a sharing group. Two 
scenarios are evaluated, that is, Scenario 1 with 
three heterogeneous gNodeBs and Scenario 
2 with three (or five) homogeneous gNodeBs. 
Two types of mobility patterns (vehicle mobility 
and pedestrian mobility) are considered for one 
eMBB service. In Scenario 1, three heterogeneous 

FIGURE 3. An illustration of the proposed hierarchical soft RAN slicing framework.
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gNodeBs have diff erent numbers of URLLC users 
and network traffi  c loads. In Scenario 2, the num-
ber of URLLC users and traffi  c statistics for all the 
gNodeBs are the same. The whole simulation time 
is 5 x 105 mini-slots. Other simulation parameters 
are summarized in Table 1.

sIMulAtIon results
The proposed framework is first evaluated in 
terms of ensuring the strict delay and reliability 
requirement of URLLC services in Scenario 1. Fig-
ure 4a shows the cumulative distribution functions 
(CDFs) of the queue length at the three heteroge-
neous gNodeBs. Since the number of pre-allocat-
ed RBs can be interpreted as the service rate per 
mini-slot, the maximal queue length indicates the 
bound for URLLC packet delay guarantee. In Fig. 
4b, we observe for both gNodeB 1 and gNodeB 
2, their packet dropping probabilities are greater 
than the URLLC reliability threshold. To guarantee 
the packet dropping probability bound, more RBs 
are needed from other gNodeBs through inter-
gNodeB RB-sharing, which contributes to the reli-
ability gains shown in Fig. 4b.

Next, the homogeneous scenario is consid-
ered to compare the proposed soft slicing frame-
work with the hard slicing scheme. The “average 
RBs for eMBB” curves in all sub-figures of Fig. 
5a represent the eMBB performance where the 
least allowable number of RBs is pre-allocated to 
one gNodeB, that is, the 5-gNodeB soft-slicing 
case. Figures 5a-5c show the performance of the 
hard-slicing scheme and the proposed soft-slicing 
scheme with different number of gNodeBs. The 
average number of RBs per gNodeB obtained 
using the hard-slicing scheme is higher than or 
equal to that obtained using the proposed 
soft-slicing scheme. This is because the proposed 
scheme allows the radio resources to be shared 
among gNodeBs, leading to a higher resource 
utilization. In particular, the comparison between 
the two slicing schemes with the variation of the 
maximal allowed dropping probability is shown 
in Fig. 5a. It is seen that the hard-slicing scheme 
consistently requires more (about 10 percent) 
RBs than the proposed soft-slicing scheme for all 
the cases. Moreover, the average number of RBs 
per gNodeB increases as the dropping probabil-
ity constraint becomes tighter for both schemes. 
The gap between the two schemes enlarges as 
the dropping probability becomes stricter, which 

demonstrates the advantage of the proposed 
soft-slicing scheme in terms of ensuring the strict 
reliability constraints of URLLC services. Figure 
5b shows that the average number of RBs per 
gNodeB increases with the number of URLLC 
users in each gNodeB for both schemes, while 
the proposed scheme always saves less RBs per 
gNodeB than the hard-slicing scheme in all the 
scenarios. Figure 5c shows the average number 
of RBs per gNodeB decreases as the delay toler-
ant constraint becomes loose. This is reasonable 
as a tighter delay constraint typically demands a 
larger number of RBs to achieve a shorter queu-
ing delay. The average RBs scheduled for eMBB 
services shown in Figs. 5a–5c are always high-
er than the minimal requirement, indicating the 
eff ectiveness of the proposed soft-slicing scheme 
in guaranteeing the eMBB QoS.

TABLE 1. Simulation parameters.

Parameters Values

gNodeB transmit power Pt 33 dBm

Noise spectral density N0 –174 dBm/Hz

URLLC scheduling interval turllc 0.125 ms

URLLC maximal allowed delay 0.375 ms

RB bandwidth B 1.44 MHz

Packet size 256 bits

Service caching space Cg
s 60 RBs

Minimal average throughput for eMBB 
user Rembb

30 Mb/s

Average number of eMBB users per 
gNodeB g (high-speed, low-speed)

(2, 6)

Vehicle-mobility speed range [40, 60] km/h

Pedestrian-mobility speed range [1, 4] m/s

Maximal pause time (high-speed, 
low-speed)

(1, 5) minutes

gNodeB coverage radius Rg 100 m

Number of interference sources per gNodeB 3

User-to-interfering gNodeB distance U (250, 500) m1

1 U(a, b) means uniformly distributed between a and b.

FIGURE 4. The CDF of queue length at the three heterogeneous gNodeBs.
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Th e proposed 
framework has the 

following main advan-
tages: fast response 

in the gNodeB-level 
resource scheduling 

and global optimality 
in the network-level 

resource alloca-
tion, with reduced 
controller-gNodeB 

communication over-
head; guaranteed 

QoS requirements of 
diff erentiated services 

and improved resource 
utilization through 

dynamic inter-gNodeB 
RBs sharing; and colli-

sion-free gNodeB-level 
RB scheduling via inter-

gNodeB negotiation 
with stringent QoS 

guarantee for URLLC 
services.
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open reseArch Issues
In this section, we discuss some open research 
issues related to soft RAN slicing for future net-
works.

predIctIon-bAsed proActIve rAn slIcIng
The pre-allocated RB amount for both URLLC 
and eMBB services are highly related to their 
traffic and mobility patterns. In the proposed 
scheme, the widely adopted traffic and mobil-
ity models (i.e., MMPP for URLLC traffic mod-
eling, RWP for eMBB user mobility) are used 
for the network-level RB pre-allocation, given 
the assumption that the user traffic and mobili-
ty patterns are well characterized by the mod-
els. However, the uncertainty of traffi  c features 
and mobility patterns becomes more dominant 
in an increasingly complex 5G and beyond 5G 
RAN environment, which decreases the accura-
cy of model based methods. For future works, a 
learning based soft RAN slicing solution can be 
designed to determine the resource allocation. 
Leveraging the emerging deep learning technol-
ogies, such as long short term memory neural 
network (LSTM) and deep Q-network (DQN), 
dynamic traffi  c and mobility patterns of diff erent 
users or services are trained and predicted accu-
rately with low complexity, upon which proac-
tive resource allocation actions can be learned in 
an online manner.

cost-effIcIent rAn slIcIng
To fully unleash the potential of the hierarchi-
cal RAN slicing framework, it is imperative to 
design a multiple time-granularity resource slicing 
scheme to balance the network performance and 
the slicing cost. In particular, both the commu-
nication frequency between the SDN controller 
and gNodeBs, and the information exchange fre-
quency among gNodeBs, have signifi cant impact 
on the performance of the proposed slicing 
framework. Moreover, the amount of information 
required to be exchanged among different net-
work entities for updating the slicing results also 
aff ect the slicing accuracy. Higher interaction fre-
quency between diff erent network elements leads 
to better adaptiveness, but inevitably increases 
the slicing cost. Therefore, it is required to devel-
op a multi-time-granularity slicing solution to bal-
ance the trade-off  between slicing cost and slicing 
accuracy.

supportIng MultI-connectIvIty And 
IncreMentAl deployMent

As a potential solution to improve radio resource 
utilization, the multi-connectivity requirements 
need to be incorporated in the proposed hier-
archical framework. With multi-connectivity, the 
user plane data transmission latency of URLLC 
services can be further decreased since multi-
ple wireless links can be used simultaneously to 
transmit data. Enabling multi-connectivity further 
exploits resource utilization by supporting one 
user with multiple gNodeBs’ available resources. 
However, how to conduct RAN slicing among 
gNodeBs associated by leveraging BS-user 
multi-connectivity to guarantee the user’s QoS 
requirements calls for further investigations. The 
inter-gNodeB synchronization scheme has to be 
designed to orchestrate resources from diff erent 
gNodeBs.

As a temporary solution to 5G standalone 
(SA), 5G non-standalone (NSA) aims to realize 
the spectrum utilization and physical implementa-
tion on currently deployed 4G base stations and 
communication infrastructure. Considering the 
coexistence of 4G/5G/B5G RAN in the long run, 
the RAN slicing framework should be backward 
compatible in diff erent network scenarios involving 
heterogeneous radio access technologies. To this 
end, differentiated services can be grouped and 
associated with diff erent wireless access technolo-
gies/mechanisms based on service characteristics 
and QoS requirements. For example, 5G-enabled 
devices can utilize 5G technologies for high data 
rate services (e.g., eMBB) while still preserving the 
coexistence of 4G services. Radio resources are 
expected to be pooled and shared to enable RAN 
slicing among heterogeneous access technologies. 
How to conduct resource slicing under a unified 
communication infrastructure to promote the 5G 
non-standalone paradigm, considering the differ-
ence in resource type, service type, and device 
type for 4G and 5G, needs deeper investigation.

conclusIon
In this article, we have proposed a comprehen-
sive soft slicing framework to support time-varying 
traffi  c loads and enable resource sharing among 
differentiated gNobeBs. The network-level RB 
pre-allocation over multiple gNobeBs guarantees 
QoS requirements with sharing probabilities con-
siderations, then the gNodeB-level RB scheduling 

FIGURE 5. Performance comparison: a) average number of RBs per gNodeB as the maximal allowed dropping probability varies; 
b) average number of RBs per gNodeB vs. number of URLLC users in each gNodeB; c) average number of RBs per gNodeB as 
delay tolerant constraint of the URLLC traffi  c changes.
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on each gNodeB realizes dynamic scheduling and 
inter-gNodeB RB sharing. A case study has been 
presented to demonstrate the effectiveness of the 
proposed framework in terms of efficient resource 
utilization.
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Radio resources are 
expected to be pooled 

and shared to enable 
RAN slicing among 

heterogeneous access 
technologies. How 

to conduct resource 
slicing under a unified 
communication infra-
structure to promote 

the 5G non-standalone 
paradigm, consider-
ing the difference in 

resource type, service 
type, and device type 
for 4G and 5G, needs 

deeper investigation.
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