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Abstract—To efficiently allocate heterogeneous resources for
customized services, in this article, we propose a network virtual-
ization (NV)-based network architecture in cybertwin-enabled 6G
core networks. In particular, we investigate how to optimize the
virtual network (VN) topology (which consists of several virtual
nodes and a set of intermediate virtual links) and determine the
resultant VN embedding in a joint way over a cybertwin-enabled
substrate network. To this end, we formulate an optimization
problem whose objective is to minimize the embedding cost,
while ensuring that the end-to-end (E2E) packet delay require-
ments are satisfied. The queueing network theory is utilized to
evaluate each service’s E2E packet delay, which is a function of
the resources assigned to the virtual nodes and virtual links for
the embedded VN. We reveal that the problem under consider-
ation is formally a mixed-integer nonlinear program (MINLP)
and propose an improved brute-force search algorithm to find
its optimal solutions. To enhance the algorithm’s scalability and
reduce the computational complexity, we further propose an
adaptively weighted heuristic algorithm to obtain near-optimal
solutions to the problem for large-scale networks. Simulations are
conducted to show that the proposed algorithms can effectively
improve network performance compared to other benchmark
algorithms.

Index Terms—6G, Cybertwin, end-to-end (E2E) packet delay,
network virtualization (NV), resource allocation, topology, virtual
network embedding (VNE).
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I. INTRODUCTION

THE 6G networks are envisioned to accommodate a
proliferation of Internet-of-Things (IoT) devices and

diversified services [1]. The traffic volume is expected to
increase largely and the Quality-of-Service (QoS) demands
are foreseen to be differentiated [2]–[4]. Consequently, effec-
tive and efficient network configurations are desired to achieve
quick service provisioning for these on-demand and rapid-
growing services. To support various IoT applications and
realize service-oriented networking, three essential challenges
arise on the currently employed networking architecture and
the associated resource management. First, network capac-
ity needs to be boosted to accommodate the data-hungry
services with enormous traffic volume and trillions of end
devices. Densely deployed communication infrastructures
and network servers inevitably increase capital expenditure
(CAPEX) and operational expenditure (OPEX) [1]. Second,
strict service isolation is indispensable when network dynam-
ics are considered during customized service provisioning.
Finally, to support heterogeneous IoT services cost effectively,
a unified framework is needed to integrate computing, stor-
age, and networking resources and allocate global resources
efficiently [5], [6].

Network virtualization (NV) and software-defined
networking (SDN) are anticipated to provide the techni-
cal routes to realize wireless and wired service-oriented
networking [7]–[9]. Particularly, SDN separates the data
plane from the control plane and realizes centralized network
control, making virtual and physical network resource provi-
sioning more agile, thereby facilitating service delivery [10].
Through NV, each network provider is decomposed into
the virtual network operator (VNO) and the infrastructure
provider (InP) in core networks. The VNOs partition the
computing and bandwidth resources on network servers
and transmission links to create different virtual networks
(VNs) [11]. Conceptually, each VN consists of virtual nodes
and a set of virtual links, which interconnect the virtual
nodes.

However, solely relying on the SDN/NV integrated
networking architecture may not be sufficient to provide
fine-grained resource orchestration for diversified service cus-
tomization, as VNOs need to obtain service-level quantita-
tive QoS mapped from end-user experience for better VN
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creation. Cybertwin emerges as a promising architecture to
enhance QoS provisioning for sliced VNs [12], [13], in which
more advanced functionalities are augmented at the edge
of a core network to assist VN establishment. Specifically,
in a cybertwin-enabled core network, service requests sent
from end users in RAN are properly categorized and aggre-
gated as different service groups based on additional user-
level information (e.g., user identity and addresses). Such
information is retrieved at edge nodes (also called com-
munication anchors) connecting RAN to the core network,
where the user-level Quality-of-Experience (QoE) is inter-
preted into service-level QoS requirements for each of the
service groups [13]. The grouped service requests with QoS
demands are then forwarded from edge nodes to VNOs,
which creates VNs by constructing VN topologies and reserv-
ing transmission and processing resources on physical links
and network servers/switches, customized for service deliv-
eries with differentiated QoS satisfaction. Instead of sending
service requests directly from users to VNOs, the cybertwin-
enabled SDN/NV core network architecture promotes more
fine-grained VN creation, by using edge nodes as intermediate
agents to establish a quantitative mapping from application-
level user QoE to service-level QoS demands that can be used
for VN resource orchestration.

One of the fundamental research issues under a cybertwin-
enabled core network architecture is how to perform VN
topology design (i.e., to optimize the resource allocation
for constructing each VN), and VN embedding (VNE) (i.e.,
to embed the VN with optimized resource allocation onto
a substrate network) [14]. In particular, while guaranteeing
that the differentiated service requirements are satisfied, the
physical resource allocation on the virtual nodes and vir-
tual links is optimized to realize cost-effective VNE. Many
research efforts have been dedicated to investigating the VNE
problem [15]–[22], but most of the existing studies make
an assumption that the VN topology’s resource allocation is
predefined. However, to achieve cost-effective service provi-
sioning with guaranteed service quality, it is desired to study
the two problems, i.e., the VN topology design and VNE,
in a joint manner. On the other hand, accurate and com-
prehensive end-to-end (E2E) delay modeling for each VN
embedded onto the substrate network is of great importance
to support time-critical services in cybertwin-enabled core
networks. Existing studies usually consider link propagation
delay only, while ignoring the queueing delay and packet pro-
cessing/transmission delay on each virtual node/link [23]–[26].
To perform resource allocation optimization for VNE, a more
accurate and comprehensive E2E delay model is needed.

In this article, a QoS-guaranteed VNE problem is investi-
gated where the packet-level E2E delay is taken as the QoS
metric. Resource allocation for each VN and traffic routing
configuration are optimized in a joint way. Under the resource
constraints of the physical network, our purpose is to minimize
the cost for VNE while ensuring that the services’ differen-
tiated E2E delay requirements are satisfied. To this end, a
cybertwin-enabled SDN/NV architecture is first presented to
enable E2E service deliveries in a core network. Our main
contributions are summarized as follows.

1) We formulate the joint problem of the VN topology
design and VNE as a mixed-integer nonlinear pro-
gram (MINLP), which enables the optimization of VN
resource allocation and VNE together. Different from the
existing VNE formulations without the optimization of
resource allocation on each VN, our proposed formula-
tion can increase the network-wide resource utilization.

2) We propose a cost function of utilizing physical
resources to balance the traffic load over the whole
substrate network. Given the cost function, substrate
nodes and links with more residual resources have higher
chances of being chosen during VNE.

3) We apply the queueing theory to analyze the E2E packet
delay, instead of propagation-only delays, resulting in
more accurate E2E delay models.

4) We propose an improved brute-force search algorithm
for the optimal solution of the MINLP. Further for a
large-scale network, we propose an adaptively weighted
heuristic algorithm to obtain near-optimal solutions with
much lower computational complexity.

The remainder of this article is organized as follows.
In Section II, an overview of related works is provided.
In Section III, the system model is presented in detail. In
Section IV, VN topology design and VNE are formulated as
an MINLP in a joint way based on NV-based network archi-
tecture. In Section V, we transform the MINLP problem and
propose an improved brute-force search algorithm to find the
optimal solution. In Section VI, we propose an adaptively
weighted heuristic algorithm to obtain optimal/near-optimal
solutions to the MINLP. In Section VII, simulation results
are presented to demonstrate the effectiveness of the proposed
algorithms. Concluding remarks are drawn in Section VIII.

II. RELATED WORKS

Being one of the essential parts of NV, VNE deals with
physical resource assignment to both virtual nodes and vir-
tual links, which leads to two subproblems, i.e., virtual node
mapping and virtual link mapping. The former addresses how
to choose physical nodes to support the virtual nodes, while
the latter solves how to embed the virtual links interconnect-
ing the virtual nodes onto physical paths. Greedy methods are
usually used to find the node mappings, while the k-shortest
paths or multicommodity flow algorithms are typically used
to find link mappings [14].

Existing VNE studies can be mainly divided into two
groups, i.e., the coordinated VNE which solves the two sub-
problems as a whole [19]–[22] and the uncoordinated ones
which solve the two subproblems in a separate way [15]–[18].
Yu et al. [15] have studied the VNE problem incorporat-
ing path splitting and path migration with the objective of
increasing the service acceptance ratio. To make the problem
tractable, the authors have divided the formulated VNE
problem into two subproblems and solved them independently.
Later on, several topological attributes-based node ranking
approaches have been presented to achieve improved solu-
tion quality of node mapping [16]–[18]. Such a group of
approaches lacks the correlation between node embedding and
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link embedding. This may lead to a low VN acceptance ratio
and an increased embedding cost. To address this concern,
the dependency of link embedding on node embedding has
to be considered [19]–[22]. For example, Gong et al. [20]
have investigated coordinated node and link mapping for the
location-constrained problem (LC-VNE). The compatibility
graph (CG) concept has been used to develop two heuristic
algorithms, facilitating coordinated node and link embedding.
Song et al. [22] have presented a coordinated VNE algorithm
based on particle swarm optimization (PSO). The PSO-based
algorithm allows a combination of node and link mapping by
utilizing a step-by-step rule to update the particle positions. All
the aforementioned VNE formulations assume a predefined
set of physical resources allocated to a VN. Furthermore,
they assume that each service’s QoS can be ensured with
the predefined physical resource allocation. This study dif-
fers from them in that the set of physical resources for each
VN allocation is optimized. Moreover, we establish an analyt-
ical relationship between the amount of resources allocated
to each VN and the QoS metric. The analytical relation-
ship is incorporated into our VNE formulation to achieve
QoS-guaranteed VNE.

On the other hand, some existing VNE formulations take
each service’s E2E packet delay as a constraint [23]–[26].
For example, Zhang et al. [23] have investigated VNE in a
multicast service-oriented network and incorporated the delay
and jitter constraints into the VNE formulation. In [25], the
VNE problem has been formulated as an integer program
where delay constraints are incorporated. The program was
then solved by using a greedy algorithm, which allows migra-
tion of virtual nodes when the delay constraints are violated.
Chochlidakis and Friderikos [26] have established a VNE
optimization framework with the objective of minimizing the
E2E packet delay in mobile networks, where user mobility has
been taken into account. However, in terms of the analysis of
E2E packet delay, most of the existing approaches consider
the link propagation delay only, which does not appear to be
comprehensive. In this study, we also involve the packet pro-
cessing and transmission delays into E2E packet delay analysis
to achieve a more comprehensive delay modeling.

In a word, existing VNE studies either assume that the set of
physical resources assigned to an embedded VN are predefined
or neglect the packet processing and transmission delays when
performing the E2E packet delay analysis for a VN. How to
deal with VN topology design and VNE in a joint way to
realize E2E delay-guaranteed service provisioning is still an
open subject in the literature.

III. SYSTEM MODEL

A. Network Architecture

We consider a cybertwin-enabled SDN/NV-integrated
networking architecture to support differentiated E2E service
provisioning, as shown in Fig. 1. Service customization is
achieved by slicing network resources for different VNs and
inter-VN resource sharing is enabled to improve physical
resource utilization. The networking architecture mainly con-
sists of four components: 1) cybertwin-enabled edge clouds,

Fig. 1. Cybertwin-enabled SDN/NV networking architecture.

a set of network servers at the edge of the core network to
aggregate end user traffic from RAN into different service
groups by retrieving user-level information (e.g., user iden-
tity and addresses) and send service requests to VNOs with
quantitative QoS requirements mapped from user QoE [13];
2) core network, an interconnection of network servers through
routers/switches and physical transmission links, providing
specific functionalities for users in RAN (e.g., mobility man-
agement, access control, and processing); 3) VNOs, which are
separate control entities taking charge of slicing the physical
network resources for customized services to create different
VNs; and 4) SDN controller, which helps optimization of the
resources allocation on VNs. In the core network, each VN is
managed by a VNO to ensure that one VN’s dynamics does not
affect other VNs. In this manner, the flexibility of each VN’s
resource management is increased since VNs have conceptual
isolation for customized QoS guarantees.

B. Service Request

Once traffic aggregation and traffic grouping are done, dif-
ferent VNOs support multiple service requests in the form
of multiple VNs. A service request is defined by a pair of
source–destination (S-D) nodes in the substrate network, the
E2E packet delay requirement of the request, and the arrival
data rate of the request. We consider that processing (trans-
mitting) the data packets require a certain amount of CPU
processing (link bandwidth) resources to be allocated to each
virtual node (link). We further consider that the optimal phys-
ical resource allocation on the virtual nodes and virtual links
can be found by minimizing the embedding cost due to leas-
ing InPs’ physical resources and at the same time guaranteeing
each service’s E2E packet delay requirement. Two illustrative
service requests are presented at the top of Fig. 2. As shown
in the figure, the delay requirement and arrival data rate of the
first service request are 10 ms and 150 packet/s, respectively.
The second service request has a delay requirement of 20 ms
and an arrival data rate of 250 packet/s. We set each packet
size as 4000 bits in this study [27].



16316 IEEE INTERNET OF THINGS JOURNAL, VOL. 8, NO. 22, NOVEMBER 15, 2021

Fig. 2. Illustration of the joint VN topology design and embedding problem
with one substrate network and two E2E VN requests. The problem includes
the optimization of VN resource allocation and the embedding of the resultant
VN onto the substrate network.

C. Substrate Network

The substrate network (i.e., the core network) is represented
by an abstracted undirected graph, i.e., G = (N, L). Here, N is
a set containing all the physical nodes (i.e., servers/switches in
the substrate network), and L is a set that contains all the undi-
rected physical transmission links interconnecting the nodes
in the substrate network. All the physical nodes are able to
process and forward data packets. Denote the available CPU
resources on node n ∈ N by Cn. Denote the transmission rate
available on link l ∈ L by Bl. Denote the constant propagation
delay on link l ∈ L by δl. Let the set containing the neighbor-
ing nodes of node v ∈ N be Nv. The set Nv contains physical
node u if there exists a direct link l = (u, v) that interconnects
nodes u and v. An example of a substrate network is presented
in Fig. 2, where the available link bandwidths are represented
by the numbers over each link; the constant propagation delay
is represented by the numbers in brackets; and the available
CPU processing rates are denoted by the numbers beside the
physical nodes.

D. Embedded VN Topology

Once a service request is embedded onto a substrate
network, we obtain an embedded VN topology. Let the set
that contains all the service requests be denoted by R =
{1, 2, . . . , i, . . . , R}, where R is the total number of service
requests. Let the embedded VN corresponding to service
request i be denoted by G′

i = (N′
i , L′

i). Here, N′
i ⊂ N is a set

that contains all the physical nodes chosen to operate the ith
VN’s virtual nodes, and L′

i ⊂ L is the set that contains all the
physical links that interconnect the embedded virtual nodes.
For simplicity, for each VN, we consider a single-path traffic
routing between each pair of S-D nodes. The S-D node pair
of a VN are the two physical nodes where a traffic flow enters
into and ends in the substrate network. Let the source node
and destination node corresponding to the ith VN be denoted

TABLE I
SUMMARY OF IMPORTANT SYMBOLS

TABLE II
DECISION VARIABLES

by si ∈ N′
i and di ∈ N′

i \ {si}, respectively. Let the ith VN’s
E2E delay requirement and arrival data rate be represented by
Di and λi, respectively. Two illustrative VNs are presented at
the bottom of Fig. 2.

IV. PROBLEM FORMULATION

Given the traffic statistics and QoS requirement of each VN,
how to optimize resource allocation on virtual nodes and vir-
tual links, and subsequently embed the resultant VN onto the
substrate network is what we call the QoS-guaranteed VNE
problem in this article. Tables I and II summarize the impor-
tant symbols and a list of decision variables are used in the
formulation in this section.

The constraints of the QoS-guaranteed VNE problem
include physical resource constraints, E2E delay constraints,
and traffic routing constraints. For the link mapping, it is
required that the amount of bandwidth resources allocated
to link l ∈ L′

i of the ith VN (i.e., B′
l) is upper bounded by

Bl. In other words, we have B′
l ≤ Bl ∀l ∈ L′

i. Since we do
not consider traffic splitting and all the nodes are assumed
to have no traffic inflation and deflation, we have the same
link bandwidth demands for any link l ∈ L′

i. Let this common
bandwidth requirement for the ith service request be denoted
as B′

si,di
. Hence, we have the preceding bandwidth capacity

constraint expressed as B′
si,di

≤ Bl ∀l ∈ L′
i. Denote the CPU

processing rate allocated to the virtual node operated (embed-
ded) on physical node n as C′

n,i for the ith service request.
Similarly, we have C′

n,i upper bounded by Cn, expressed as
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Fig. 3. Network of queues to optimize the physical resource allocation on
virtual nodes and links for each E2E service request.

C′
n,i ≤ Cn ∀n ∈ N′

i . Note that the CPU processing rate is
converted to packet processing rate (in the unit of packet per
second), considering the virtual node computational capacity
and the number of cycles needed to process 1 bit of data.

A network of queues is established to analyze the E2E
packet delay of a traffic flow passing through an embedded
VN. We show an example of such a network of queues in
Fig. 3. In the figure, n1 and n2 are two network servers that
operate the source node and destination node, respectively.
Several intermediate nodes and a set of transmission links
are also contained in the network to perform traffic forward-
ing. A customized service flow with arrival data rate λ enters
the network at n1 and leaves the network at n2. One ser-
vice flow’s traffic arrivals are assumed to follow a Poisson
process. In the VNE process, in situations where multiple ser-
vice flows are embedded onto a common physical path in the
network, both the transmission rate over each common link
along the path and the CPU processing rate on each com-
mon network server have to be shared in a proper way among
all the concerned service flows. Such resource sharing is typ-
ically conducted following a certain multiresource sharing
policy, such as the dominant-resource generalized processor
sharing [28]. Subsequently, we can establish a comprehensive
E2E delay model for each service flow embedded onto the sub-
strate [29]. This, nevertheless, makes the formulation of the
QoS-guaranteed VNE problem more complicated. To make
the resource sharing problem tractable, it is assumed in this
article that the amount of link transmission rates and CPU pro-
cessing rates allocated to each service request are independent
random variables and exponentially distributed [30]. Based on
this assumption, we model packet transmission at a virtual link
and packet processing on a virtual node as an M/M/1 queue
system [30]. As a result, we model the queueing process of
a service flow passing through an entire embedded VN as an
open Jackson queueing network [31]. Let the arrival rate of
the traffic flow for the ith VN be denoted by λi. For each node
selected to process the data in the VN, we have the following
capacity constraint:

λi/C′
n,i < 1 ∀n ∈ N′

i ∀i ∈ R. (1)

For each transmission link selected to transmit the data in the
VN, we have the following capacity constraint:

λi/B′
si,di

< 1 ∀l ∈ L′
i ∀i ∈ R. (2)

For the ith service request, we denote the packet waiting time
at the processing queue of n ∈ N′

i and that at the transmission
queue of link l ∈ L′

i as Tn,i and Tl,i, respectively. The expecta-
tion of Tn,i and Tl,i when the M/M/1 queues are at equilibrium

are found from [31]

E
[
Tn,i

] = 1

C′
n,i − λi

∀n ∈ N′
i ∀i ∈ R (3)

and

E
[
Tl,i
] = 1

B′
si,di

− λi
∀n ∈ N′

i ∀i ∈ R (4)

Hence, for the ith service request, we can find the average
packet queueing delay corresponding to the entire network of
queues from [31]

Tq,i =
∑

n∈N′
i

E
[
Tn,i

]+
∑

l∈L′
i

E
[
Tl,i
]

=
∑

n∈N′
i

1

C′
n,i − λi

+
∑

l∈L′
i

1

B′
si,di

− λi
∀i ∈ R. (5)

The E2E delay requirement (∀i ∈ R), with the consideration
of the propagation delay δl, is formulated as [31]

∑

n∈N′
i

1

C′
n,i − λi

+
∑

l∈L′
i

1

B′
si,di

− λi
+
∑

l∈L′
i

δl ≤ Di. (6)

Now, we define binary variables xi
n (n ∈ N, i ∈ R) and yi

uv
(u, v ∈ N, i ∈ R) for the purpose of VNE problem formulation.
The binary variable xi

n = 1 if physical node n operates a certain
virtual node for service request i, and xi

n = 0 otherwise. The
binary variable yi

uv = 1 if the link l = (u, v) is selected to
forward the traffic from the source node to the destination node
for the ith service request and yi

uv = 0 otherwise. Considering
the capacity constraints of each substrate node and substrate
link, we have

∑

i∈R
yi

uvB′
si,di

≤ Buv ∀(u, v) ∈ L (7)

∑

i∈R
xi

nC′
n,i ≤ Cn ∀n ∈ N. (8)

By introducing xi
n and yi

uv, (6) can be transformed into the
following form (∀i ∈ R):

∑

n∈N

xi
n

1

C′
n,i − λi

+
∑

(u,v)∈L

yi
uv

(
1

B′
si,di

− λi
+ δuv

)

≤ Di. (9)

The traffic routing constraints at the source node si, destina-
tion node di, and each embedded node in between are given,
respectively, by [32] (∀i ∈ R)

∑

v∈Nsi

ysiv −
∑

v∈Nsi

yvsi = 1 (10)

∑

u∈Ndi

yudi −
∑

u∈Ndi

ydiu = 1 (11)

∑

v∈Nu

yvu =
∑

v∈Nu

yuv ∀u ∈ N \ {si, di} (12)

where constraint (10) guarantees that at least one node v from
the neighboring nodes of si (i.e., the set Nsi ) has to be chosen
with ysiv = 1; Constraint (11) implies that at least one node u
from the neighboring nodes of di (i.e., the set Ndi) has to be
chosen with yudi = 1; Constraint (12) is for every other node
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u ∈ N no matter if physical node u is selected to be on the
traffic routing path from si to di.

The overall objective of the QoS-guaranteed VNE problem
is to minimize the VNE cost denoted by C. The cost is defined
as the sum of the cost of resource utilization on substrate links
and that on substrate nodes for all the service requests

C =
∑

i∈R

⎛

⎝w1

∑

n∈N

xi
npnC′

n,i + w2

∑

(u,v)∈L

yi
uvpuvB′

si,di

⎞

⎠. (13)

Here, B′
si,di

and C′
n,i represent the bandwidth resources allo-

cated to each link used for forwarding the traffic from the
source to the destination and the CPU resources allocated to
node n, respectively. The symbol pn represents the unit cost for
utilizing CPU resources on physical node n; w1 and w2 are two
weighting parameters used to reflect the importance of node
resource and link resource in calculating the total embedding
cost; and the symbol puv denotes the unit cost for utilizing
the bandwidth resources of physical link (u, v). The purpose
of minimizing the VNE cost is to better balance the resource
utilization among all the physical nodes and links. In this way,
we aim to reduce the congestion level at the bottleneck nodes
and increase the number of accommodated services, ultimately
increasing the InPs’ total profit in the long run [15], [19], [22].

The following three properties are taken into account in
designing the expression of the cost functions pn and puv.

1) We design pn and puv as the functions of the physical
resources available at physical node n and physical link
(u, v).

2) pn and puv are desired to be monotonically decreas-
ing functions with respect to the available physical
resources.

3) For physical nodes (links) with sufficient physical
resources, the unit cost is expected to remain steady, for
the nodes (links) with less available physical resources,
pn (puv) is expected to change more largely as Cn (Buv)
changes.

According to the considerations above, we design pn and puv

as follows:

pn = e− Cn−Cmin
K (14)

puv = e− Bl−Bmin
K (15)

where Bmin and Cmin are the minimum available bandwidth
resources at a link and the minimum available CPU resources
on a node in the whole network, respectively. Parameter K
in the proposed heuristic algorithm is a user-defined constant,
which reflects the cost changing rate of utilizing node/link
resources with respect to the available resources. Our investi-
gation shows that the cost increase rate becomes higher as the
value of K decreases. Therefore, the value of K should be small
when we have a resource-limited substrate network, while K
can be large when the network-wide physical resources are
abundant.

Now, the QoS-guaranteed VNE problem can be formulated
as an MINLP as follows:

(P1) min
xi

n,y
i
uv,C

′
n,i,B

′
si,di

C

s.t. (1), (2), (7)−(12)

xi
n ∈ {0, 1} ∀n ∈ N

yi
uv ∈ {0, 1} ∀(u, v) ∈ L. (16)

Through the minimization of the total embedding cost C in
(P1), we can find an embedded VN topology together with
the optimal resource allocation imposed on each virtual node
and virtual link in the VN.

Remark 1: We stress that problem (P1) contains binary
variables xi

n and yi
uv, and continuous variables B′

si,di
and C′

n,i.
It also involves a nonlinear objective and several nonlin-
ear constraints in fractional form. Hence, (P1) is an MINLP
which is NP-hard [33]. Handling nonlinearities in (16) is
quite challenging since it involves a large number of com-
binatorial variables. Therefore, finding the optimal solution
to the problem is computationally complicated, especially for
large-scale networks.

V. PROBLEM TRANSFORMATION AND OPTIMAL

SOLUTIONS

The service requests are considered to be accommodated in
a first-come-first-serve (FCFS) manner.1 Hence, the preceding
formulation for a set of service requests can be decomposed
into single-service format which remains in the same form for
different services. To make (P1) tractable, we transform it into
a nonlinear program (NLP). Since xi

n and yi
uv are variables that

indicate whether each substrate node or link is chosen to for-
ward the data traffic, we can transform (P1) into an NLP if we
can find the values of xi

n and yi
uv in advance. According to the

above intuitions, an improved brute-force search algorithm is
presented in this section that computes the optimal solution to
(P1) with relatively high computational overhead. In the next
section, we further develop an adaptively weighted heuristic
algorithm that can find the near-optimal solution to (P1) with
much better scalability.

A. Improved Brute-Force Search Algorithm With
Network Pruning

The original MINLP presented in (P1) is simplified to be
an NLP by finding alternative routing paths for the embed-
ding of a VN to obtain fixed xi

n and yi
uv. Next, the optimal

resource allocation for the embedded virtual nodes and virtual
links are found by finding the solution to the NLP. Following
this idea, an improved brute-force search algorithm that can
find the optimal solution to the MINLP is presented here. The
details of the algorithm are given by Algorithm 1. We first
prune the whole substrate network based on (1) and (2) to
reduce the search space of finding the optimal path. Denote
the substrate network after pruning by G̃i = (Ñi, L̃i). Here,
Ñi = {n|n ∈ N, Cn > λi} contains all the substrate node
that has enough residual resource to forward the data and
L̃i = {l|l ∈ L, Bl > λi} contains all the substrate links that

1In this study, we consider that service request arrivals follow a Poisson pro-
cess and are accommodated in a FCFS manner. For the case of multiple service
requests arriving simultaneously, an additional admission control mechanism
is required to accommodate the service requests based on their differentiated
QoS requirements.
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Algorithm 1: Improved Brute-Force Search Algorithm
Input : G = (N, L), si, di, λi, Di

1: Prune the whole substrate network G̃ based on (1) and (2)
to reduce the search space of finding the optimal path;

2: Perform a brute-force search process in the whole pruned
substrate network to search for all the path candidates
Pi = {P1, P2, · · · , PM} in G̃i based on (17);

3: for Pm ∈ Pi do
4: Fix the values of binary variables xi

n and yi
uv

according to Pm;
5: Formulate and solve the NLP (P2) to obtain the

optimal resource allocation and the minimum
embedding cost for the mth path candidate C(Pm);

6: The embedding costs are compared among all the path
candidates C(Pm);

7: Choose the path candidate with the minimum embedding
cost as the optimal substrate path, i.e.,
P∗

m = arg min
Pm

C(Pm);

8: The corresponding optimal resource allocation is imposed
onto each virtual node and virtual link along the chosen
optimal routing path P∗

m;
Output: Optimal resource allocation C′

n,i and B′
si,di

The chosen routing path from si to di

can be chosen to forward the data. Then, a brute-force search
process is performed in the whole pruned substrate network to
search for all the substrate paths from si to di, along which the
aggregate propagation link delay is no larger than Di. Denote
the set containing all the E2E substrate paths found by the
search process for the ith service request as Pi, i.e.,

Pi =
⎧
⎨

⎩
Pm
∣∣
∑

l∈L̄(Pm)

δl < Di

⎫
⎬

⎭
, m = 1, . . . , M (17)

where Pm represents the mth path candidate; M denotes the
total number of substrate path candidates; and L̄(Pm) is the set
containing all the substrate links exist in the mth substrate path
Pm. Among all the routing path candidates P1, P2, . . . , PM , we
are about to choose the one with the minimum embedding cost
to support the embedded VN for the ith service request.

For service request i, denote the set containing all the sub-
strate nodes and the set containing all the substrate links in the
mth path candidate as N′

i(Pm) and L′
i(Pm), respectively. The

following NLP is formulated to obtain the optimal resource
allocation and the minimal embedding cost for the mth path
candidate:

(P2) min
C′

n,i,B
′
si,di

C(Pm)

s.t. C′
n,i ≤ Cn ∀n ∈ N′

i(Pm)

B′
si,di

≤ Bl ∀l ∈ L′
i(Pm)

∑

n∈N′
i (Pm)

1

C′
n,i − λi

+
∑

l∈L′
i(Pm)

1

B′
si,di

− λi
+

∑

l∈L′(Pm)

δl ≤ Di

(18)

where the objective C(Pm) is given by

C(Pm) = w1

∑

n∈N′
i (Pm)

pnC′
n,i + w2

∑

l∈L′
i(Pm)

plB
′
si,di

. (19)

Note that the objective of such a constrained optimization a
linear function, in which the constraints contain a nonlinear
inequality constraint and several linear constraints. We can
apply the active-set algorithm or the interior-point algorithm
to solve the NLP to find the optimal resource allocation with
the minimum embedding cost for Pm.

Finally, the embedding costs are compared among all the
path candidates and we choose the path candidate with the
minimal embedding cost as the optimal substrate path, denoted
by P∗

m, found from

P∗
m = arg min

Pm
C(Pm), m ∈ {1, 2, . . . , M}. (20)

At the same time, the corresponding optimal resource alloca-
tion is imposed onto each virtual node and virtual link along
the optimal routing path P∗

m.

VI. ADAPTIVELY WEIGHTED HEURISTIC ALGORITHM

WITH LOW COMPLEXITY

Although the improved brute-force search algorithm is able
to find the optimal solution to the MINLP, it involves high
computational complexity and is not scalable to large-scale
networks. Take a 50-node and 123-link substrate network as
an example, the number of path candidates found by the
brute-force search process to embed an E2E VN with delay
requirement 40 ms is 445. As a result, the time it takes to
find the optimal routing path is about 14.8 min on a com-
puter with an Intel i7-9750H CPU @2.6 GHz. In practice,
VNE has to be done very quickly, even faster than the ser-
vice request’s arrival. Therefore, in what follows, we propose
an adaptively weighted heuristic algorithm with low compu-
tational complexity to obtain near-optimal solutions to (16)
efficiently.

A. Handling Single Service Request

The main advantage of the adaptively weighted heuristic
algorithm lies in that it chooses one routing path without
performing a brute-force search process while obtaining near-
optimal solutions. The algorithm is a two-step algorithm. From
the source to the destination of each service request i, we first
find a substrate path with relatively low embedding cost. Then,
the optimal resource allocation on the virtual nodes and virtual
links are computed for the routing path found previously.

Algorithm 2 shows the steps of the proposed adaptively
weighted heuristic algorithm. First, we choose the substrate
path such that the chosen path has great potential to support
the ith VN with a relatively low embedding cost. To this end,
an adaptive weight is defined and assigned to each physical
link in the whole substrate network. Next, the k-shortest path
algorithm [34] is utilized to find the shortest path from source
to the destination of the ith service request. This shortest path
is then selected as the routing path. Subsequently, the optimal
resource allocation on the virtual nodes and virtual links are
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Algorithm 2: Adaptively Weighted Heuristic Algorithm
With Low Complexity

Input : G = (N, L), si, di, λi, Di

1: Prune the substrate network based on (1) and (2) to
obtain G̃i;

2: For each link (u, v) in G̃i, find its new weight wuv based
on (21);

3: With the new weights, use shortest path algorithms to
find the shortest routing path from si to di;

4: Fix the values of binary variables xi
n and yi

uv in (16)
according the shortest path found previously;

5: Formulate and solve (16) where binary variables are
fixed to get the optimal resource allocation and the
minimum embedding cost;

Output: Optimal resource allocation B′
si,di

and C′
n,i

The selected routing path from si to di

found for the selected routing path. We also prune the orig-
inal substrate network based on (1) and (2). Then, weight
wuv is defined for each link adaptively in the pruned substrate
network, shown as follows:

wuv = ηdδuv + ηc

(
e− Buv−Bmin

K + e− Cu−Cmin
K + e− Cv−Cmin

K

)
(21)

where Buv and δuv are the available link resource and the link
propagation delay on link (u, v) ∈ L̃i, respectively, ηd and ηc

are weighting coefficients, with ηd+ηc = 1, and Cv and Cu are
the CPU resources available on node v ∈ Ñi and node u ∈ Ñi,
respectively. The intuition behind (21) is that we prefer the
physical links with a larger amount of available bandwidth
resources and smaller propagation delay to be chosen, and
prefer physical nodes with a larger amount of CPU resources
to be chosen to form the routing path for the current service
request. This gives us a higher chance to obtain a low embed-
ding cost after solving the NLP. Once finding the routing path
using the shortest path algorithm is done, the optimal resource
allocation imposed on the nodes and links in the VN is found
by solving the NLP (P2).

B. Extension to Online Scenarios

The proposed adaptively weighted heuristic algorithm can
be used for efficient VN topology design and embedding.
Hence, we intend to extend it to handle different service
requests in online scenarios.2 In online scenarios, we are
faced with consistent arrivals and leavings of VN requests
over time. Fig. 4 illustrates extending the adaptively weighted
heuristic algorithm to online scenarios. Each time a new VN
request arrives at the substrate network, the proposed adap-
tively weighted heuristic algorithm is triggered to perform
QoS-guaranteed VNE. If the embedding process is a success,
the corresponding service request will be accommodated by
the substrate network. The physical resource status of sub-
strate nodes and links is simultaneously updated. Otherwise,

2In online scenarios, if the improved brute-force search algorithm is applied,
the computational complexity would be extremely high, as illustrated in the
next section (i.e., Section VII).

Fig. 4. Illustration of extending the adaptively weighted heuristic algorithm
to online scenarios.

the substrate network will reject the service request. When an
existing service request expires based on its lifetime, the phys-
ical resource status of the substrate nodes and links is renewed
the corresponding resources occupation for the VN.

VII. PERFORMANCE EVALUATION

To evaluate the performance of the proposed algorithms,
a discrete-event network simulator has been developed by
C++. The GT-ITM tool was used for the generation of mesh
substrate networks and service requests [35]. This enables effi-
cient customization of both service requests and the substrate
network. The link propagation delay is set to be proportional
to the distance between two end nodes. All the substrate nodes
and links have a capacity which is a random variable follow-
ing a uniform distribution. The weighting parameters in (13)
are set as w1 = 0.1 and w2 = 0.1. The value of constant K is
set as 60.0. The two parameters for adaptive weights are set
as ηd = 0.4 and ηc = 0.6.

Two benchmark algorithms are chosen for comparison.
1) Equal-delay resource allocation and resource greedy link

embedding. We choose the substrate path with the max-
imum residual resources as the routing path to support
the targeted VN. The resources allocation on the nodes
and links along this routing path are obtained from forc-
ing the packet queueing delay over each node and link
to be equal.
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Fig. 5. Performance comparison among the four algorithms with varying
E2E delay requirements (50-node substrate network, and the traffic arrival
rate is 150 packet/s).

2) Equal-delay resource allocation and shortest path link
embedding. We choose the routing path using the short-
est path algorithm [15], and use equal-delay resource
allocation to obtain the resources allocated to the
nodes and links. The performance of the proposed
two algorithms is first evaluated in a single-service
scenario. Then, the advantages of the proposed adap-
tively weighted heuristic algorithm are demonstrated in
different online scenarios.

A. Single-Service Scenario of QoS-Guaranteed VNE

1) Embedding Cost: Consider a substrate network with 50
nodes and 130 links, where the capacities of all the substrate
nodes and substrate links have uniform distribution inside
[600 packet/s, 800 packet/s]. For the service request, we ran-
domly choose the source and destination nodes from all the
substrate nodes. We set the traffic arrival rate as 150 packet/s,
and the E2E packet delay requirement is varied from 20 ms
to 50 ms. The comparison of the embedding costs among
the four algorithms is shown in Fig. 5. It can be seen from
the figure that the embedding cost enlarges as the E2E delay
requirement becomes more strict. The reason for this is that
a more stringent delay requirement typically requires more
CPU processing and bandwidth resources, which leads to a
higher embedding cost. Moreover, we stress that the improved
brute-force search method and the proposed heuristic algo-
rithm find the same routing path. As a result, the embedding
costs obtained from the two algorithms are the same for all
cases. We also observe that the performance gap between the
proposed algorithms and the benchmark algorithms enlarges
as the delay requirement gets more stringent, which shows
the effectiveness of the proposed heuristic algorithm in terms
of optimizing the allocated resources.

Next, QoS-guaranteed VNE is performed for the same ser-
vice request, where the delay requirement is fixed and the
traffic arrival rate is varying. The performance comparison
among the four algorithms is shown in Fig. 6. We can see
that the cost of the proposed heuristic algorithm and that of

Fig. 6. Performance comparison among the four algorithms (50-node
substrate network, and the E2E packet delay requirement is 35 ms).

TABLE III
SCALE OF THE THREE SUBSTRATE NETWORKS USED FOR SIMULATION

the improved brute-force search algorithm are the same for all
the feasible cases (all the cases except for λi = 200). Their
cost is lower than those obtained from the two benchmark
algorithms. This is, again, due to that the same routing path is
found by the proposed heuristic algorithm and the improved
brute-force search method. In comparison, the packet forward-
ing and routing paths found by the other two benchmarks are
suboptimal with a higher embedding cost. For the infeasible
case, the embedding costs obtained from the two benchmark-
ing algorithms are not available due to that the service request
is rejected when λ = 200. What can also be concluded is
that the embedding cost goes higher as the traffic arrival rate
increases for all the algorithms in comparison.

Finally, the CPU resource allocation result at various sub-
strate nodes for the considered VN is presented in Fig. 7. From
the figure, we can see that there are two substrate nodes cho-
sen to be the intermediate nodes. The relations between CPU
processing rates and the arrival data rates of different nodes are
diversified due to their different unit costs. It can be seen that
the optimal CPU resource allocation at each substrate node on
the routing path has an approximately linear relation with the
arrival data rate, but is upper bounded by the maximum node
capacity. Fig. 8 shows a similar trend, in which the optimal
link resource allocation on the two consecutive substrate links
(i.e., Physical link 2 and Physical link 3) shows a linear rela-
tionship with respect to the arrival data rate. The optimal link
resource allocation over the other substrate links (i.e., Physical
link 1) also increases and is upper bounded by the maximum
link capacity.

2) Time Complexity: Three substrate networks of differ-
ent scales are used to analyze the execution time of the two
proposed algorithms. The parameters showing the scales of the
three networks are given by Table III. Three different service
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TABLE IV
EXECUTION TIME COMPARISON OVER THREE SUBSTRATE NETWORKS OF DIFFERENT SCALES

Fig. 7. Optimal CPU resource allocation on various intermediate substrate
nodes with different arrival data rates (we set the packet delay requirement
as 35 ms).

Fig. 8. Optimal link resource allocation with different arrival data rates (we
set the packet delay requirement as 35 ms).

requests are used for the three different substrate networks.
The E2E delay requirement and the traffic arrival rate for each
service request are set to be random numbers in the range of
[20 ms, 50 ms] and [150, 250], respectively. Both algorithms
are executed on a Legion Y540 Laptop with an Intel i7-9750H
CPU @2.6 GHz. The proposed algorithms are executed in a
centralized way.

The execution time of the two algorithms for the three
substrates is shown in Table IV. For the first substrate
network (i.e., Substrate I), the execution time of the improved
brute-force search algorithm varies from 2.95 to 10.31 s for
different delay requirements. This is 2–5 times that of the

low-complexity adaptively weighted heuristic algorithm. For
the second (third) substrate network, the execution time of
the improved brute-force search algorithm is about 10–300
times (60–1400 times) that of the low-complexity adaptively
weighted heuristic algorithm. This comparison implies that the
proposed heuristic algorithm scales significantly better than the
improved brute-force search algorithm. We want to point out
that the main reason for this is that the adaptively weighted
heuristic algorithm defines a new weight for each link in the
network and finds the weighted shortest path based on the new
weights. Instead, the improved brute-force search algorithm
finds all the path candidates and thus its complexity highly
relies on the total number of routing path candidates.

B. Online Scenario of QoS-Guaranteed VNE

In online scenarios, we generate the service requests and
let them arrive to the substrate network following a Poisson
process. We consider that each VN request’s lifetime has an
exponential distribution with an average lifetime 10 s. We set
the service’s average arrival rate as four VNs per second and
set the total simulation time to be 45 s. The VN acceptance
ratio is used as the performance metric, i.e., the ratio of the
number of accepted service requests over the total number of
service requests arrived to the network.

1) Impact of Arriving Traffic Data Rate: Consider online
VN topology design and embedding with different arriving
data rates (λi) of service requests on a 50-node substrate
network. The E2E delay requirement has a uniform distribu-
tion in the range of 30 and 45 ms. We consider three cases,
where the range of arrival data rate for the service requests
is [150, 250], [200, 400], and [400, 500]. The service accep-
tance ratio comparison of the three algorithms is shown in
Fig. 9 (a). We can see that for all the cases, the proposed
low-complexity heuristic algorithm achieves the highest ser-
vice acceptance ratio. Another conclusion is that for all the
three algorithms in comparison, the service acceptance ratio
becomes smaller as the average arrival data rate enlarges. This
is because a larger amount of node/link resources are required
to ensure a more stringent E2E packet queueing delay when
λ increases. This will lead to a higher chance of the rejec-
tion of newly arrived services. The last conclusion that can be
drawn is that, as λ increases, the performance gap enlarges.
This illustrates the superiority of the proposed algorithm in
scenarios where the traffic is dense.

2) Impact of E2E Delay Requirement: Consider online
VN topology design and embedding with different delay
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(a) (b) (c)

Fig. 9. Comparison of performance among the three algorithms from different aspects. (a) Varying arrival data rate of VN requests. (b) Varying delay
requirement of VN requests. (c) Varying node/link capacities of the substrate network.

(a) (b) (c)

Fig. 10. Comparison of acceptance ratio among the three algorithms over three substrate networks of different scales. (a) Substrate I. (b) Substrate II.
(c) Substrate III.

requirements on the same 50-node substrate network. The
delay requirement for the service requests has a uniform dis-
tribution in the range of [20, 30], [30, 45], and [45, 60] (all
in ms), respectively. The arrival data rates are set to have uni-
form distribution inside 150 and 250 (packets/s). Fig. 9(b)
shows the performance comparison of the three algorithms.
We can see that the performance of the proposed algorithm
is the best in all cases under consideration. On average, using
the proposed algorithm, the substrate network can admit about
10% more service requests than that using the two benchmark-
ing algorithms. Moreover, the service acceptance ratio enlarges
as the average E2E delay requirement increases (i.e., becomes
looser). This is reasonable because with a loose E2E delay
requirement a longer packet queueing delay can be tolerated
by the service request. This means less resource consumption
and, therefore, more service requests can be accommodated
by the substrate network.

3) Impact of Node and Link Capacity: Now, we con-
sider online VN topology design and embedding with differ-
ent average node/link capacities over the 50-node substrate
network. We consider three cases, where the ranges of the
node/link capacities are set as [400, 600], [600, 800], and
[800, 1000], respectively. The service requests’ arrival data
rates are uniformly distributed inside [150, 250] packets/s.
The VN requests’ E2E packet delay requirement is uniformly
distributed inside [20, 30] ms. The performance comparison
between the three different algorithms is shown in Fig. 9(c).

From the figure, we can see that the proposed low-complexity
heuristic algorithm achieves a higher acceptance ratio over the
other two algorithms in all three cases.

4) Performance Comparison Over Different Network Scales:
Finally, the performance comparison between the proposed
low-complexity heuristic algorithm and the two benchmarks is
compared over different substrate networks, i.e., the three sub-
strate networks as given in Table III. The range of E2E packet
delay requirement and that of arrival data rate for the VN requests
are set as [20, 30] (ms) and [150, 250] (packets/s), respectively.
The available CPU and bandwidth resources are both uniformly
distributed inside [600, 800]. The service acceptance ratio com-
parison for the three algorithms for the three network scales is
shown in Fig. 10. We can see that the proposed algorithm main-
tains the highest acceptance ratio in all the cases in comparison.
The main rationality behind this is that the resource allocation
on each VN found by the proposed algorithm is optimized to
ensure the QoS requirements. Furthermore, by optimizing the
resource allocation, resource redundancy for supporting each
VN is avoided and, thus, the physical resource utilization in
the whole network is improved.

VIII. CONCLUSION AND FUTURE WORK

In this article, a joint optimization problem has been formu-
lated for VN topology design and VNE with the objective of
minimizing the VNE cost, while ensuring the differentiated
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QoS requirements in cybertwin-enabled 6G core networks.
Two algorithms have been developed to solve the formulated
problem for substrate networks of small and large scales,
respectively. Simulations results have demonstrated that the
proposed approach can improve the overall resource utiliza-
tion and facilitate QoS-guaranteed service provisioning for
cybertwin-enabled 6G core networks. For future work, we
will consider artificial intelligence-empowered cybertwin for
QoS-guaranteed VNE in a dynamic network environment.
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