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Abstract—In this paper, we propose a double-edge-assisted com-
putation offloading and resource allocation scheme tailored for
space-air-marine integrated networks (SAMINs). Specifically, we
consider a scenario where both uncrewed aerial vehicles (UAVs)
and a low earth orbit (LEO) satellite are equipped with edge
servers, providing computing services for maritime autonomous
surface ships (MASSs). Partial computation workloads of MASSs
can be offloaded to both UAVs and the LEO satellite, concurrently,
for processing via a multi-access approach. To minimize the energy
consumption of SAMINs under latency constraints, we formulate
an optimization problem and propose energy efficient algorithms
to jointly optimize offloading mode, offloading volume, and com-
puting resource allocation of the LEO satellite and the UAVs,
respectively. We further exploit an alternating optimization (AO)
method and a layered approach to decompose the original problem
to attain the optimal solutions. Finally, we conduct simulations to
validate the effectiveness and efficiency of the proposed scheme in
comparison with benchmark algorithms.

Index Terms—Space-air-marine integrated networks (SAMINs),
6G, maritime multi-access edge computing, double-edge-assisted
computation offloading, offloading mode and volume, computing
resource allocation.

I. INTRODUCTION

W ITH the unprecedented development of maritime activ-
ities (e.g., marine resource exploration, object recogni-

tion, and intelligence reconnaissance), a significant proliferation
of marine wireless devices is underway to gather immense
amounts of oceanic data for diverse maritime services [1],
[2], [3]. For instance, in the context of marine environmental
monitoring and real-time data processing, maritime autonomous
surface ships (MASSs) are equipped with a variety of sen-
sors, including cameras, Light Detection and Ranging (LiDAR),
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millimeter-wave radar, inertial measurement units (IMUs), and
global positioning systems (GPS), which enable the MASSs
to collect multidimensional data on weather conditions, water
quality, and marine biological activities in real-time. In marine
disaster relief, MASSs are employed to capture images and
videos of search and rescue scenes to verify the targets and
subsequently enhance the overall efficiency and effectiveness of
the rescue endeavors [4], [5]. However, the scarcity of conven-
tional maritime communication and computing resources poses
a significant challenge in fulfilling the stringent requirements of
such high-reliability and low-latency applications [6]. To miti-
gate the impediment, it is imperative to conduct more efficient
communication and computing in maritime networks, which has
garnered substantial interest from both academia and industry
in recent years.

Multi-access edge computing (MEC) has emerged as a highly
effective approach, significantly enhancing computing effi-
ciency and minimizing decision-making latency for resource-
constrained marine devices [7], [8], [9], [10]. Leveraging MEC,
the MASSs are able to rapidly offload and process large volumes
of sensor data and generate real-time environmental insights.
Moreover, the MASSs can also perform path planning and au-
tonomous navigation based on the environmental data collected
in real time. Recently, significant research efforts have been put
towards providing innovative methodologies for maritime MEC
to bolster the performance and efficiency of marine networks. In
[11], Li et al. focused on the applications of uncrewed aerial vehi-
cles (UAVs) for autonomous detection and tracking in a maritime
environment and proposed a task offloading scheme to minimize
the system energy consumption. In [12], Zeng et al. introduced
an energy-efficient collaborative computation offloading scheme
utilizing unmanned surface vehicle (USV) fleets to support smart
maritime services, where UAVs act as service requesters and
USV fleets serve as helpers facilitating the computation offload-
ing process. In the paradigm of MEC, the offloading and com-
puting efficiency can be improved by segmenting computation
loads into multiple parts which are then offloaded to different
edge servers for further processing [13], [14]. This distributed
approach can improve the system performance, through parallel
processing, and cost efficiency by sharing resources, making it
ideal for Big Data, real-time applications, and global systems
[15], [16].
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The evolution of the six generation (6G) wireless technologies
is driving the integration of multidimensional wireless commu-
nication resources, encompassing space, air, sea, and ground
networks, to achieve ubiquitous communication coverages [17],
[18], [19], [20]. In this context, a space-air-marine integrated
network (SAMIN) emerges to proficiently harness diverse re-
sources to empower intelligent network control and efficient
wireless communication services for marine applications. Lin
et al. proposed a space-air-ground-sea integrated network ar-
chitecture and jointly optimized the offloading strategies and
resource allocation to minimize the energy consumption of the
whole system in [21]. Wang et al. proposed a double-edge secure
offloading scheme for SAMINs, where computing workloads
can be processed on both base stations (BSs) and satellites for
delay-sensitive applications in [22]. The MEC paradigm exhibits
immense potential in supporting various services facilitated
by satellite-assisted networks, for addressing the computation-
intensive and delay-sensitive service requirements in the oceanic
realm. Given the energy and computing constraints of a single
edge node, a viable solution to bolster edge computing effi-
ciency involves distributing oceanic task computing workloads
simultaneously among space, air, and marine devices for parallel
processing.

The combination of UAVs and MEC has been studied to
enhance edge computing performance in marine environments
[4], [8], [23], [24], [25]. Considering the typical constraints and
dynamics in communication, computation, and energy resources
associated with a single UAV edge, a double-edge-assisted
SAMIN architecture can make better utilization of various re-
sources to improve computing efficiency for marine devices. The
“double-edge” emphasizes on the collaborative and hierarchical
nature of the two edge computing layers, i.e., the UAVs as the
first edge layer and the low earth orbit (LEO) satellite as the
second edge layer. The UAVs provide computation resources in
close proximity to the MASSs, which is particularly effective
in handling time-sensitive tasks due to low-latency communi-
cation and efficient task offloading. The LEO satellites act as
the second edge computing layer, offering broader coverage
and significant computational capabilities, which is suitable for
handling computationally intensive tasks and provides backup
when UAVs are unavailable or overloaded. By leveraging the
complementary strengths of UAVs (proximity and low latency)
and LEO satellites (extensive coverage and powerful computa-
tion), the double-edge-assisted SAMIN provides a robust and
flexible solution for task offloading in maritime environments.
This dual-layer approach ensures that MASSs can offload tasks
efficiently, even in dynamic and challenging conditions, such
as varying channel quality, mobility, and resource availability.
However, there are also key technical challenges to overcome
under this layered edge computing architecture: 1) where to
offload tasks for processing; 2) how to assign tasks to different
edge servers; 3) how computing and communication resources
are allocated among edge computing nodes to facilitate efficient
task processing for MASSs.

In this paper, we propose a double-edge-assisted MEC sys-
tem for an SAMIN, where an LEO satellite and UAVs are
equipped with edge computing resources, enabling them to

concurrently provide computational services for marine devices.
The computation workloads of marine devices can be offloaded
to the LEO satellite and UAVs simultaneously via a multi-access
approach. To our knowledge, no pertinent research exists on
employing UAVs and satellites as double-edge servers to furnish
edge computing services for MASSs at the same time. The key
contributions of this paper mainly include the following aspects:
� Double-edge-assisted Task Offloading Framework: We

propose a novel double-edge-assisted computation offload-
ing framework for an SAMIN. In this framework, both
the LEO satellite and UAVs serve as BSs equipped with
edge servers to provide computing services for MASSs.
The tasks generated by the MASSs are divisible and can
be offloaded in parallel to the LEO satellite and UAVs
for processing through a multi-access approach. This dual-
layer architecture leverages the complementary strengths
of UAVs and the LEO satellite, enabling efficient and
flexible task offloading in dynamic maritime environments.

� Optimization and Implementation Methodologies: To capi-
talize on the heterogeneous computing resources provided
by the UAVs and the LEO satellite, we propose a joint
computation offloading and resource allocation scheme
to enhance the communication and computing efficiency
with the objective of minimizing the energy consumption
of the SAMIN. We employ the alternating optimization
(OA) method and propose a layered approach to solve
the complex optimization problem. Specifically, we jointly
optimize the offloading mode, the offloading volume, and
the computing resource allocation of both the LEO satellite
and UAVs, respectively, to attain an efficient and scalable
solution that adapts to the dynamic nature of the SAMIN.

� Performance Evaluation: We perform extensive numerical
analysis to validate the efficacy of the proposed computa-
tion offloading and resource allocation scheme. The numer-
ical results demonstrate that the proposed algorithms sig-
nificantly minimize the energy dissipation of the SAMIN
and confirm the effectiveness and efficiency of the algo-
rithms when compared to the state-of-the-art.

The remainder of this paper is organized as follows. Section II
presents the related work. Section III describes the system model
of the SAMIN under consideration. The problem formulation
and the energy-efficient double-edge-assisted task offloading
framework are presented in Sections IV and V, respectively.
Section VI presents the performance evaluation, and Section
VII draws concluding remarks and discusses future research
directions.

II. RELATED WORK

A. Terrestrial/Air-Assisted MEC in Maritime Networks

Existing studies have developed approaches for terrestrial/air-
assisted maritime MEC to enhance the computing efficiency of
marine applications and services. Current research endeavors
can be mainly categorized into two representative approaches
to facilitate computation offloading for marine devices. One
approach focused on an offshore scenario where the computing
workloads of marine devices are directly offloaded or relayed
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to coastal BSs for further processing [23], [26], [27]. Dai et al.
proposed a UAV-assisted data offloading scheme where each
UAV served as a relay node for smart containers to transfer
workloads to coastal BSs in [27]. In [26], Wang et al. estab-
lished an MEC-enabled sea lane monitoring network (MSLMN)
architecture where tasks can be offloaded to buoys or coastal
base stations for processing. The second approach explored the
utilization of UAVs [28], high altitude platforms (HAPs) [29],
sea surface-stations [30], floating platforms [31] or satellites as
edge computing platforms to carry out task computation. In [29],
Li et al. exploited a HAP to perform computation offloading and
provide cooperative jamming for the communication security of
USVs. In [32], Dai et al. proposed a multi-UAV facilitated MEC
framework tailored specifically for marine networks, aiming to
optimize both operational efficiency and resource utilization.

Considering multiple tiers of terrestrial/air network platforms,
how to efficiently utilize the communication and computing
resources of different network tiers is the key to improving the
processing performance of maritime computing workloads.

B. SAMIN-Assisted Communication and Computing

The 6G wireless networks are poised to transcend geograph-
ical boundaries, achieving seamless global coverage and effec-
tively alleviating traffic congestion with the integration of satel-
lite networks [33]. As an enhancement to conventional terrestrial
networks, SAMINs can provide reliable network connectivity
and distributed computing resources from marine edge nodes
[34], [35], [36]. Li et al. [37] proposed a space-air-ground-
ocean-integrated network (SAGOI-Net) framework, where an
intelligent autonomous underwater glider (AUG) is employed
to serve marine applications. Jung et al. proposed an innovative
hybrid approach that integrates LEO satellite with UAVs to
provide computing services in space-air-sea integrated networks
for marine Internet-of-Things (IoT) systems [38]. Guo et al.
[39] proposed a bidirectional multibeam transmit reflect array
(TRA) antenna for a space-air-ground-sea integrated network
(SAGSIN) to facilitate tri-beam transmission and dual-beam
reflection. To provide good quality-of-service (QoS) for SAGOI-
Net, Zhang et al. proposed a multi-domain virtual network
embedding solution [40], while Lin et al. proposed two resource
management schemes based on deep reinforcement learning
(DRL) to satisfying QoS requirements for SAGSINs [41].

Although most existing studies focus on MEC-enabled marine
networks and SAMIN-assisted communication and computing,
several crucial aspects remain unexplored: 1) limited resource
availability on marine edge servers; 2) integrating satellites with
UAVs to provide double-edge-assisted computing services to
marine devices; 3) joint optimization of computation offloading
and resource allocation within a double-edge-assisted SAMIN
architecture.

III. SYSTEM MODEL

This section first introduces a double-edge-assisted SAMIN,
where MASSs can offload their tasks to UAVs and an LEO satel-
lite edge simultaneously. Then, the communication, computing,
and task offloading models are presented.

Fig. 1. Network model.

A. Network Model

We consider an SAMIN consisting of one LEO satellite
and multiple UAVs, cooperatively supporting task offloading
for connected MASSs, as shown in Fig. 1. In the consid-
ered scenario, an LEO satellite with edge computing capacity
coordinates with each UAV to assist the task processing of
MASSs. A group of MASSs are distributed on the sea surface
to monitor the marine environment and collect oceanic data
(e.g., aquaculture monitoring videos, real-time data sensing).
Meanwhile, a certain number of UAVs equipped with computing
capacities are dispatched to receive critical data collected by
MASSs. We assume each UAV serves N MASSs, and the set
of UAVs and the set of MASSs under each UAV are denoted
as M = {1, 2, . . .,m, . . .,M} and N = {1, 2, . . ., n, . . ., N},
respectively. For convenience, we denote the m-th UAV and
its connected n-th MASS as Um and Mmn, respectively, where
we havem ∈ M and n ∈ N . The input task data size (in bits) of
Mmn is denoted as Smn, with smn indicating the number of bits
intended for offloading, and the task is processed only locally
when smn = 0. We denote amn ∈ [0, 1] as the offloading ratio
of smn from Mmn to Um. Then, the task workloads of Mmn

offloaded to a LEO satellite is denoted as (1 − amn)smn.
Specifically, the overall execution process of double-edge-

assisted computing for one task comprises three parts: 1) One
MASS executes local task computing and uploads its partial
workloads (if any) to one UAV and/or the LEO satellite for
further computation; 2) The UAV receives and processes the
offloaded data from the MASS; 3) The LEO satellite receives
the offloaded data from the MASS for processing.

The orthogonal frequency-division multiple access
(OFDMA) protocol is employed for each UAV or the LEO
satellite channel access. Specifically, different UAVs reuse the
same portion of spectrum resources within C-band, which are
then equally divided and allocated to MASSs. With OFDMA
and the assumption of non-overlapping UAV coverages, the
intra-cell interference among MASSs under each UAV and
the inter-cell interference among UAVs are assumed to be
negligible.
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We utilize a three-dimensional (3D) Cartesian coordinate to
delineate the positions of UAVs and MASSs. The proximity
between MASSs and UAVs affects the channel link quality. Note
that we assume the locations of MASSs and UAVs remain stable
during the data transmission. Let qm = [xm, ym, zm]T ∈ R3×1

denote the spatial coordinates of Um, in which xm, ym, and
zm correspond to the longitude, latitude, and height of Um,
respectively. Let qmn = [xmn, ymn, zmn]

T ∈ R3×1 denote the
spatial coordinates of Mmn.

To ensure the wireless channel quality during the data trans-
mission, we impose a constraint that the distance between Um

and Mmn must not surpass the maximum allowable communi-
cation distance dmax, which is expressed as

||qm − qmn|| ≤ dmax. (1)

B. Communication Model

1) Communication Model from MASSs to UAVs: We assume
that the altitude of the UAVs is sufficient for line-of-sight (LoS)
transmission. Considering the uniqueness of the marine environ-
ment, e.g., the strong direct signal, the primary factors affecting
the overseas wireless channel are multi-path effects caused by
ocean waves and extreme weather conditions. We model the
communication between an MASS and a UAV as an air-sea
channel exhibiting Rician fading [42], [43], which is considered
a combination of large-scale and small-scale fading, as explained
below.

The large-scale path loss model is expressed as

LU
mn(dB) = L0 + 10ζ log10

(
dUmn

d0

)
+XσX

+ ξF, (2)

where dUmn=
√

(xm − xmn)2 + (ym − ymn)2 + (zm − zmn)2

denotes the distance between Um and Mmn, L0 is the path
loss at the reference distance d0, ζ indicates the path-loss
exponent due to the ducting effect over the sea surface [44],
XσX

∈ CN (0, σX) denotes the shadow fading caused by, e.g.,
sea waves under high sea state conditions, F is an adjustment
parameter for direction of travel, and ξ is set to 1 or −1 to
indicate the moving direction of the UAVs (towards or away
from the ground site) [44].

The small-scale Rician fading Λ̃U
mn is represented as

Λ̃U
mn =

√
K0

1 +K0
+

√
1

1 +K0
oUmn, (3)

where oUmn ∈ CN (0, 1) and K0 is the Rician factor. Then, the
channel coefficient is formulated as

GU
mn =

(
LU
mn

)−1/2
Λ̃U
mn. (4)

The channel gain between Um and Mmn is expressed as

gUmn = GUGM | GU
mn |2 (5)

where GU and GM are the antenna gain of the UAVs and
MASSs, respectively. According to the Shannon capacity theo-
rem, the transmission rate (link capacity) RU

mn between Um and

Mmn is calculated as

RU
mn = WU

mn log2

(
1 +

pUmng
U
mn

σ2

)
(6)

where WU
mn denotes the transmission bandwidth of Mmn and

σ2 is the spectral power of the additive white Gaussian noise
(AWGN). Let tUmn denote the transmission time for offloading
partial workloads amnsmn from Mmn to Um, satisfying

tUmn =
amnsmn

RU
mn

. (7)

Based on (3) and (4), we obtain the required transmission power
of Mmn for offloading workloads amnsmn to Um as

pUmn =
σ2

gUmn

(
2

amnsmn
tUmnWU

mn − 1
)
. (8)

Then, the corresponding energy consumption is expressed as

eUmn = pUmnt
U
mn =

tUmnσ
2

gUmn

(
2

amnsmn
tUmnWU

mn − 1
)
. (9)

2) Communication Model from MASSs to the LEO satellite:
i) Coverage Time Model of the LEO satellite: Different from

the terrestrial MEC network model, the location of the LEO
satellite changes dynamically. Hence, an MASS cannot always
communicate with the LEO satellite at any time. We obtain
the maximum communication time between Mmn and LEO
satellite, denoted as

Tmax =
2(Re + h) · φL

mn

vL
(10)

where vL =
√

K0/(Re + h) is the moving speed of the LEO
satellite, h represents the height of the LEO satellite orbit, Re

denotes the radius of the earth, φL
mn is the geocentric angle

between Mmn and the LEO satellite, which is expressed as

φL
mn = arccos

(
Re

Re + h
· cos θLmn

)
− θLmn. (11)

In (11), θLmn is the elevation angle between Mmn and the LEO
satellite. Considering the LEO satellite is with high moving
speed, the communication between ground users and the LEO
satellite is limited by the user coverage time of the LEO satellite.

ii) Communication Model from MASSs to the LEO satel-
lite: For the LEO satellite communications, we assume that
the position information of the LEO satellite is known to all
MASSs due to the orbital pre-planning within one time slot.
For simplicity, we consider a quasi-static fading channel model.
Then, the transmission rate of Mmn is formulated as

RL
mn = WL

mn log2

(
1 +

pLmn | hL
mn |2

WL
mnN0

)
. (12)

In (9), we have hL
mn = gLmn · βL

mn · (dLmn)
−γ/2, where gLmn

is a complex Gaussian variable representing Rayleigh fad-
ing, βL

mn denotes the fading involving shadowing, rain,
and other fading, γ is the path exponent, and dLmn =√
R2

e + (Re + h)2 − 2Re(Re + h) cosφL
mn represents the dis-

tance from Mmn to the LEO satellite.
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However, the distance between Mmn and the LEO satellite is
relatively long, causing Mmn to be affected by the propagation
delay when communicating with the LEO satellite. Thus, the
transmission time tLmn consists of the propagation delay and the
transmission delay, which is expressed as

tLmn =
(1 − amn)smn

RL
mn

+
2dLmn

c
(13)

where c denotes the speed of light. Based on (9) and (10), we
obtain the required transmission power of Mmn for offloading
partial workloads to the LEO satellite as

pLmn =
WL

mnN0

| hL
mn |2

⎡
⎢⎣2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn − 1

⎤
⎥⎦ . (14)

The corresponding energy consumption is formulated as

eLmn = pLmnt
L
mn =

tLmnW
L
mnN0

| hL
mn |2

⎡
⎢⎣2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn − 1

⎤
⎥⎦ .
(15)

C. Computation Model

1) Local computing at MASSs: Considering the case that the
task of Mmn is partially processed locally, we denote ρlmn as
the CPU computing capacity of Mmn, which is quantified by
the number of CPU cycles per second. Then, the execution time
of local computing for Mmn is given by

T l
mn =

(Smn − smn)cmn

ρlmn

(16)

where cmn denotes the number of CPU cycles for processing
one bit of data byMmn. The corresponding energy consumption
El

mn is computed as

El
mn = P l

mnT
l
mn = P l

mn

(Smn − smn)cmn

ρlmn

(17)

where P l
mn is the power consumption of Mmn for local com-

puting.
2) Edge computing at UAVs: When partial task of Mmn is

offloaded to Um, we denote ρUmn and ρmax
m as the computation

capacity of Um allocated to Mmn and the maximum num-
ber of executable CPU cycles at Um, respectively, satisfying∑

n∈N ρUmn ≤ ρmax
m . Then, the processing latency of Um to

complete the assigned workloads is denoted as

TU
mn =

amnsmncm
ρUmn

(18)

where cm denotes the number of CPU cycles for processing one
bit of data by Um.

The corresponding energy consumption EU
mn is computed as:

EU
mn = PU

mnT
U
mn = PU

mn

amnsmncm
ρUmn

(19)

wherePU
mn is the power consumption ofUm for edge computing.

3) Edge computing at the LEO satellite: When partial task
of Mmn is offloaded to the LEO satellite, we denote ρLmn and

ρLmax as the computational capacity of the LEO satellite allocated
to Mmn and the maximum number of executable CPU cycles
at LEO satellite, respectively, satisfying

∑
m∈M

∑
n∈N ρLmn ≤

ρLmax. Then, the processing latency at the LEO satellite to
complete the assigned workloads is denoted as

TL
mn =

(1 − amn)smnc
L

ρLmn

(20)

where cL denotes the number of CPU cycles for processing
one bit of data by the LEO satellite. The corresponding energy
consumption is calculated as

EL
mn = PL

mnT
L
mn = PL

mn

(1 − amn)smnc
L

ρLmn

(21)

where PL
mn is power consumption of the LEO satellite for edge

computing.
The overall latency and energy consumption associated with

completing Mmn’s workloads is denoted as

T tot
mn = max

{
T l
mn, t

U
mn + TU

mn, t
L
mn + TL

mn

}
(22)

and

Etot
mn = El

mn + eUmn + eLmn + EU
mn + EL

mn

= P l
mn

(Smn − smn)cmn

ρlmn

+ PU
mn

amnsmncm
ρUmn

+
tUmnσ

2

gUmn

(
2

amnsmn
tUmnWU

mn − 1
)
+ PL

mn

(1 − amn)smnc
L

ρLmn

+
tLmnW

L
mnN0

| hL
mn |2

⎡
⎢⎣2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn − 1

⎤
⎥⎦ , (23)

respectively. Thus, the overall energy dissipation of the proposed
system is formulated as

Etot =
∑
m∈M

∑
n∈N

Etot
mn. (24)

D. Offloading Model

Due to the concurrent availability of both UAVs and the LEO
satellite, it is flexible for an MASS to offload its task to the LEO
satellite and UAVs for processing whenever its computation
capacity is insufficient to fulfill the task processing demands.
It is crucial to note that the optimization of the offloading
policy is undertaken at the LEO satellite level. To fulfill the
computation objectives of MASSs, we present an offloading
model comprising the following four phases, as illustrated in
Fig. 2.

1) Offloading Request: At the beginning of each time slot,
Mmn sends its offloading request to its serving Um and the
LEO satellite over the C-band and/or the Ka-band, respectively.

2) Resource Information Notification: Upon receiving the
request message, Um promptly reports its resource status to the
LEO satellite.

3) Offloading Policy: Upon receiving the request message and
resource status of UAVs, the LEO satellite devises an offloading
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Fig. 2. Offloading process.

policy aiming at allocating the requested communication and
computing resources for each MASS and disseminates the policy
to all MASSs and UAVs.

4) Offloading Execution: Based on the received policies, each
MASS offloads its tasks to UAVs or the LEO satellite for further
processing.

IV. PROBLEM FORMULATION

In this section, we formulate the research problem for mini-
mizing the cumulative energy consumption of the double-edge-
assisted computation offloading system, encompassing the en-
ergy expenditure of all the MASSs, UAVs, and the LEO satellite.
The primary goal is to optimize the energy efficiency of the
system while ensuring that each component operates within its
respective constraints, particularly focusing on the energy usage
of the UAVs, MASSs, and LEO satellite, as well as meeting the
required latency constraints.

Based on the offloading model illustrated in Fig. 2, the sys-
tem architecture consists of multiple MASSs, UAVs, and an
LEO satellite working collaboratively to handle computation-
intensive tasks. The MASSs, which are often resource-
constrained in terms of computing resource and energy, offload
their tasks to nearby UAVs or the LEO satellite for further pro-
cessing. The UAVs act as intermediate edge computing nodes,
providing additional computing resources closer to the MASSs,
while the LEO satellite serves as a high-altitude computing
platform with broader coverage and significant computational
capabilities.

Our objective is to minimize the system energy dis-
sipation while adhering to latency requirement of each
MASS, by jointly optimizing the offloading decision ma-
trix a = {amn}m∈M,n∈N , the offloading volume matrix s =
{smn}m∈M,n∈N , the computing resource allocation matrix of
UAVs ρU = {ρUmn}m∈M,n∈N , and the computing resource al-
location matrix of the LEO satellite ρL = {ρLmn}m∈M,n∈N , re-
spectively. The system energy consumption minimization prob-
lem is formulated as

(P0):

min
a,s,ρU ,ρL

Etot (25)

s.t.

0 ≤ amn ≤ 1, ∀m ∈ M, ∀n ∈ N , (25a)

0 ≤ smn ≤ Smn, ∀m ∈ M, ∀n ∈ N , (25b)

T tot
mn ≤ Tmax

mn , ∀m ∈ M, ∀n ∈ N , (25c)

tLmn + TL
mn ≤ Tmax, ∀m ∈ M, ∀n ∈ N , (25d)

||qm − qmn|| ≤ dmax, ∀m ∈ M, ∀n ∈ N , (25e)∑
n∈N

ρUmn ≤ ρmax
m , ∀n ∈ N , (25f)

∑
m∈M

∑
n∈N

ρLmn ≤ ρLmax, ∀m ∈ M, ∀n ∈ N , (25g)

ρlmn ≥ 0, ρUmn ≥ 0, ρLmn ≥ 0, ∀m ∈ M, ∀n ∈ N , (25h)

pUmn ≤ PU
max, ∀m ∈ M, ∀n ∈ N , (25i)

pLmn ≤ PL
max, ∀m ∈ M, ∀n ∈ N , (25j)∑

n∈N
EU

mn ≤ Emax
m , ∀n ∈ N , (25k)

∑
m∈M

∑
n∈N

EL
mn ≤ EL

max, ∀m ∈ M, ∀n ∈ N . (25l)

In (P0), constraint (25a) denotes that the offloading ratio of
Mmn is between 0 and 1, constraint (25b) indicates that the
uploading data of Mmn cannot exceed the total workloads
Smn, constraint (25c) guarantees a delay bound of Mmn for
task offloading, constraint (25d) provides the maximum latency
guarantee for offloading task workloads to the LEO satellite,
constraint (25e) guarantees the maximum communication dis-
tance betweenMmn andUm, constraints (25f) and (25g) indicate
the total computational capability of UAVs and the LEO satellite
is bounded by ρmax

m and ρLmax, respectively, constraint (25i)
ensures that the transmission power to Um cannot exceed the
maximum PU

max, constraint (25j) provides the maximum trans-
mission power guarantee for offloading partial workloads to the
LEO satellite, and constraints (25k) and (25l) indicate the total
energy consumption of Um and the LEO satellite is bounded by
Emax

m and EL
max, respectively.

V. ENERGY-EFFICIENT DOUBLE-EDGE-ASSISTED TASK

OFFLOADING FRAMEWORK

In (P0), there are four sets of optimization variables, namely,
the offloading mode decisions, the offloading volume decisions,
the computing resource allocation decisions of UAVs, and the
computing resource allocation decisions of the LEO satellite.
To achieve an optimal solution with minimal computation over-
head, the AO method [45] is employed and a layered approach
is proposed to approximate the solution efficiently. We first op-
timize the offloading mode and the offloading volume decisions
by fixing the computing resource allocation of UAVs and the
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Fig. 3. The proposed solution approach.

LEO satellite with a multi-round iterative search algorithm.
Then, we decompose the joint optimization problem of the
computing resource allocation of UAVs and the LEO satellite
by exploiting the convex structure and applying the Lagrangian
dual decomposition method. The proposed solution framework
is shown in Fig. 3.

A. Joint Optimization of Offloading Mode and Volume

Given the computing resource allocation of UAVs and the
LEO satellite, i.e., fixing ρU and ρL, (P0) is reformulated as

(P1):

min
a,s

Etot (26)

s.t. (25a) ∼ (25d), (25i) ∼ (25l). (26a)

With (25) and constraint (25c), we obtain the upper and lower
bounds of amn as

aUmn = min

{
1,

ρUmn

(
Tmax
mn − tUmn

)
smncm

}
, (27)

and

aLmn = max

{
0, 1 − ρLmn

(
Tmax
mn − tLmn

)
smncL

}
. (28)

Similarly, the upper and lower bounds of smn are denoted,
respectively, as

sUmn =

min

{
Smn,

ρUmn

(
Tmax
mn − tUmn

)
amncm

,
ρLmn

(
Tmax
mn − tLmn

)
(1 − amn) cL

}
,

(29)

and

sLmn = max

{
0, Smn − Tmax

mn ρlmn

cmn

}
. (30)

1) Offloading Mode Optimization: We first optimize the of-
floading mode decision matrix a, while fixing the offloading
volume decision matrix s, the computing resource allocation
matrix ρU of UAVs, and the computing resource allocation
matrix ρL of the LEO satellite, yielding

(P1-a):

min
a

Etot (31)

s.t. (25a), (25c), (25d), (25i) ∼ (25l). (31a)

Let E(amn) = Etot, the first derivative of E(amn) with respect
to amn is expressed as

E ′(amn) =
∂E(amn)

∂amn
=

σ2smn ln 2
gUmnW

U
mn

2
amnsmn
tUmnWU

mn

− tLmnN0smn ln 2

| hL
mn |2

(
tLmn − 2dL

mn

c

)2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn

+ PU
mn

smncm
ρUmn

− PL
mn

smnc
L

ρLmn

. (32)

The second derivative of E(amn) with respect to amn is ex-
pressed as

E ′′(amn) =
∂2E(amn)

∂2amn
=

σ2

tUmng
U
mn

(
smn ln 2
WU

mn

)2

2
amnsmn
tUmnWU

mn

+
tLmnN0

| hL
mn |2 WL

mn

(
−smn ln 2

tLmn − 2dL
mn

c

)2

2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn

.

(33)

As E ′′(amn) ≥ 0, E(amn) is convex with respect to amn, and
the first derivative E′(amn) increases with amn in the interval
[aLmn, a

U
mn]. Then, we obtain the optimal offloading decision

a∗mn as

a∗mn =

⎧⎪⎨
⎪⎩
aLmn, E′(aLmn) > 0,

aΔmn, E′(aLmn) ≤ 0 ≤ E ′(aUmn),

aUmn, E′(aUmn) < 0,

(34)

where aΔmn is the root of E ′(amn) = 0. Here, we propose a
multi-round iterative search (MRIS) algorithm to obtain the
value of a∗mn, as shown in Algorithm 1.

2) Offloading Volume Optimization: We then optimize the
offloading volume matrix s, while fixing the offloading deci-
sion matrix a, the computing resource allocation matrix ρU of
UAVs, and the computing resource allocation matrix ρL of LEO
satellite, yielding

(P1-b):

min
s

Etot (35)

s.t. (25b) ∼ (25d), (25i) ∼ (25l). (35a)

Let E(smn) = Etot, the first derivative of E(smn) with respect
to smn is expressed as

E ′(smn) =
∂E(smn)

∂smn
= −P l

mn

cmn

ρlmn

+
σ2amn ln 2
gUmnW

U
mn

2
amnsmn
tUmnWU

mn

+
tLmnN0(1 − amn) ln 2

| hL
mn |2

(
tLmn − 2dL

mn

c

)2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn

+ PU
mn

amncm
ρUmn

+ PL
mn

(1 − amn)c
L

ρLmn

. (36)
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Algorithm 1: MRIS Algorithm.

The second derivative of E(smn) with respect to smn is ex-
pressed as

E ′′(smn) =
∂2E(smn)

∂2smn
=

σ2

tUmng
U
mn

(
amn ln 2
WU

mn

)2

2
amnsmn
tUmnWU

mn

+
tLmnN0

| hL
mn |2 WL

mn

(
(1 − amn) ln 2

tLmn − 2dL
mn

c

)2

2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn

.

(37)

As E′′(smn) ≥ 0, E(smn) is convex with respect to smn, and
the first derivativeE′(smn) is increasing with smn in the interval
[sLmn, s

U
mn]. Then, we obtain the optimal s∗mn as

smn =

⎧⎪⎨
⎪⎩
sLmn, E′(sLmn) > 0,

sΔmn, E′(sLmn) ≤ 0 ≤ E ′(sUmn),

sUmn, E′(sUmn) < 0,

(38)

where sΔmn is the root of E ′(smn) = 0. Similarly, we employ
the MRIS algorithm to obtain the value of s∗mn.

B. Joint Optimization of Computing Resource Allocation

Given the offloading decision matrixa and offloading volume
matrix s, (P0) is reformulated as

(P2):

min
ρU ,ρL

Etot (39)

s.t. (25c), (25d), (25f), (25g), (25k), (25l). (39a)

(P2) can be decomposed into the following two sub-problems.
1) Optimization of UAV Computing Resource Allocation: We

first optimize the computing resource allocation matrix ρU of
UAVs, given the offloading mode decision matrix a, the of-
floading volume decision matrix s, and the computing resource
allocation matrix ρL of the LEO satellite, yielding

(P2-a):

min
ρU

Etot (40)

s.t. (25f),

tUmn +
amnsmncm

ρUmn

≤ Tmax
mn , ∀m ∈ M, ∀n ∈ N , (40a)

∑
n∈N

PU
mn

amnsmncm
ρUmn

≤ Emax
m , ∀n ∈ N . (40b)

The constraints of (P2-a) are convex with respect to ρUmn. The
second derivative of the objective function Etot with respect to
ρUmn is formulated as

∂2Etot(ρUmn)

∂2ρUmn

=
2PU

mnamnsmncm
ρU3
mn

≥ 0. (41)

The objective function Etot is convex with respect to ρUmn.
Then, (P2-a) is formulated as a convex optimization problem,
which is solved with the Karush-Kuhn-Tucker (KKT) conditions
[46], [47].

Specifically, the Lagrangian function of (P2-a) is formulated
by

L(ρU ,λ1,λ2,λ3)

=
∑
m∈M

∑
n∈N

P l
mn

(Smn − smn)cmn

ρlmn

+ PU
mn

amnsmncm
ρUmn

+
tUmnσ

2

gUmn

(
2

amnsmn
tUmnWU

mn − 1
)
+ PL

mn

(1 − amn)smnc
L

ρLmn

+
tLmnW

L
mnN0

| hL
mn |2

⎡
⎢⎣2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn − 1

⎤
⎥⎦

−
∑
m∈M

∑
n∈N

λ1
mn

(
tUmn +

amnsmncm
ρUmn

− Tmax
mn

)

−
∑
m∈M

λ2
m

(∑
n∈N

ρUmn − ρmax
m

)

−
∑
m∈M

λ3
m

(∑
n∈N

PU
mn

amnsmncm
ρUmn

− Emax
m

)
(42)
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where λ1 = {λ1
mn}, λ2 = {λ2

m}, λ3 = {λ3
m} are the non-

negative Lagrange multipliers. The optimal computing resource
allocation ρU∗

mn at Um and the optimal Lagrange multipliers
should satisfy the following KKT conditions for∀m ∈ M, ∀n ∈
N , given by

∂L
∂ρUmn

=
−PU

mnamnsmncm
ρU∗2
mn

+ λ1∗
mn

amnsmncm
ρU∗2
mn

− λ2∗
m + λ3∗

m

PU
mnamnsmncm

ρU∗2
mn

= 0, (43)

∑
m∈M

∑
n∈N

λ1∗
mn

(
tUmn +

amnsmncm
ρU∗
mn

− Tmax
mn

)
= 0, (44)

∑
m∈M

λ2∗
m

(∑
n∈N

ρU∗
mn − ρmax

m

)
= 0, (45)

∑
m∈M

λ3∗
m

(∑
n∈N

PU
mn

amnsmncm
ρU∗
mn

− Emax
m

)
= 0. (46)

Based on (43)–(46), we obtain the value of ρU∗
mn as

ρU∗
mn =

amnsmncm
Tmax
mn − TUt

mn

. (47)

2) Optimization of LEO Satellite Computing Resource Allo-
cation: Then, we optimize the computing resource allocation
matrix ρL of the LEO satellite, given the offloading mode
decision matrix a, the offloading volume decision matrix s, and
the computing resource allocation matrix ρU of UAVs, yielding

(P2-b):

min
ρL

Etot (48)

s.t. (25g),

tLmn +
(1 − amn)smncm

ρLmn

≤ Tmax
mn , ∀m ∈ M, ∀n ∈ N ,

(48a)

tLmn +
(1 − amn)smncm

ρLmn

≤ Tmax, ∀m ∈ M, ∀n ∈ N ,

(48b)

∑
m∈M

∑
n∈N

PL
mn

amnsmnc
L

ρLmn

≤ EL
max, ∀m ∈ M, ∀n ∈ N .

(48c)

Similarly, the constraints of (P2-b) are convex with respect to
ρLmn. The second derivative of the objective function Etot with
respect to ρLmn is formulated as

∂2Etot(ρLmn)

∂2ρLmn

=
2PL

mn(1 − amn)smnc
L

ρL3
mn

≥ 0. (49)

We observe that Etot is also convex with respect to ρLmn. Thus,
(P2-b) is formulated as a convex optimization problem, which
can be solved with KKT conditions. Specifically, we assume
Tmax
mn ≤ Tmax, the Lagrangian function of (P2-b) is expressed

as

L(ρL,μ1, μ2, μ3)

=
∑
m∈M

∑
n∈N

P l
mn

(Smn − smn)cmn

ρlmn

+ PU
mn

amnsmncm
ρUmn

+
tUmnσ

2

gUmn

(
2

amnsmn
tUmnWU

mn − 1
)
+ PL

mn

(1 − amn)smnc
L

ρLmn

+
tLmnW

L
mnN0

| hL
mn |2

⎛
⎜⎝2

(1−amn)smn(
tLmn− 2dLmn

c

)
WL

mn − 1

⎞
⎟⎠

−
∑
m∈M

∑
n∈N

μ1
mn

(
tLmn +

(1 − amn)smnc
L

ρLmn

− Tmax
mn

)

− μ2

(∑
m∈M

∑
n∈N

ρLmn − ρLmax

)

− μ3

(∑
m∈M

∑
n∈N

PL
mn

(1 − amn)smnc
L

ρLmn

− EL
max

)
(50)

where μ1 = {μ1
mn}, μ2 and μ3 are the non-negative Lagrange

multipliers. The optimal computing resource allocation ρL∗
mn of

the LEO satellite and the optimal Lagrange multipliers should
satisfy the following KKT conditions for ∀m ∈ M, ∀n ∈ N ,
given by

∂L
∂ρLmn

=
−PL

mn(1 − amn)smnc
L

ρL∗2
mn

+ μ1∗
mn

(1 − amn)smnc
L

ρL∗2
mn

− μ∗
2 + μ∗

3
PL
mn(1 − amn)smnc

L

ρL∗2
mn

= 0, (51)

∑
m∈M

∑
n∈N

μ1∗
mn

(
tLmn +

(1 − amn)smnc
L

ρL∗
mn

− Tmax
mn

)
= 0,

(52)

μ∗
2

(∑
m∈M

∑
n∈N

ρL∗
mn − ρLmax

)
= 0, (53)

μ∗
3

(∑
m∈M

∑
n∈N

PL
mn

(1 − amn)smnc
L

ρL∗
mn

− EL
max

)
= 0. (54)

Then, we obtain the value of ρL∗
mn as

ρL∗
mn =

(1 − amn)smnc
L

Tmax
mn − TLt

mn

. (55)

Based on the above derivations, the solution to (P0) (STP) is
articulated in Algorithm 2.

C. Complexity Analysis

As presented in Fig. 3, to solve (P0), we propose a lay-
ered structure and decompose the original problem (P0) into
two subproblems, (P1) and (P2). (P1) jointly optimizes the
offloading mode and volume, respectively, and (P2) jointly
optimizes the computing resource allocation of the UAVs and
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Algorithm 2: STP Algorithm.

the LEO satellite, respectively. Specifically, to solve (P1), Al-
gorithm 1 is proposed to find the optimal {amn}∗m∈M,n∈N and
{smn}∗m∈M,n∈N for each MASS. We denote the number of
iterations of Algorithm 1 asK. Then, we obtain the computation
complexity of Algorithm 1 as O(N log2 K) for N MASSs.
For Algorithm 2, the complexity of the computing resource
allocation is O(N) for all MASSs. Assuming that T represents
the number of iterations required for the algorithm to converge,
the total computational complexity of the proposed Algorithm 2
is O(TN log2 K). Therefore, the proposed algorithms have low
complexity, which shows good scalability.

VI. PERFORMANCE EVALUATION

In this section, we conduct numerical analysis to validate
the effectiveness of the proposed algorithms. Specifically, we
evaluate the impact of key parameters on the energy consump-
tion and compare the proposed scheme with the following three
benchmark schemes.

a) Paired offloading of multiple tasks (POMT) scheme [48]:
In this scheme, each MASS can only execute its task lo-
cally or entirely offload it to one edge server for processing.

b) Equal offloading scheme (EOS): Similar to the Round
Robin method in [49] and [50], in this scheme, Mmn, Um,
and the LEO satellite each complete an identical amount
of workloads for every MASS.

c) Even allocation of computing resource (EACR) scheme:
In this scheme, the computing resources of Um and
the LEO satellite are evenly allocated among all
MASSs.

A. System Setup

We conduct all the numerical analysis with MATLAB on a
PC configured using a Core i7-10510 U 1.80 GHz CPU and
8 GB of RAM. We consider a double-edge-assisted SAMIN
comprised of one LEO satellite and four UAVs hovering in
the air with the positions of (125,125,100)m, (125,375,100)m,
(375,125,100)m, (375,375,100)m, respectively. Each UAV cov-
ers 5 MASSs which navigate autonomously. The LEO satellite is
responsible for determining offloading strategies and computing
resource allocation policies for all MASSs. We assume each

TABLE I
SIMULATION PARAMETER SETTINGS

Fig. 4. The total energy consumption and overall latency associated with
completing Mmn’s workloads under different values of amn with fixed tUmn =
0.4 s and tLmn = 0.7 s. (a) Etot

mn vs. Ea
mn. (b) T tot

mn vs. Ea
mn.

Mmn has a total task volume of 10 Mbits. Each MASS commu-
nicates with UAV via C-band, utilizing a channel bandwidth of
12 MHz, and each MASS communicates with the LEO satellite
through Ka-band, employing a channel bandwidth of 15 MHz.
The main parameters are shown in Table I.

B. Performance Evaluation and Analysis

Fig. 4 illustrates the total energy consumption and the overall
latency associated with completingMmn’s workloads under dif-
ferent values of amn and iteration index with fixed tUmn = 0.4 s
and tLmn = 0.7 s, respectively. We observe that both Etot

mn and
T tot
mn converge. Furthermore, as the value of amn increases, the

overall latency T tot
mn decreases, while the total energy consump-

tionEtot
mn increases. This arises because an increase in amn leads

to an increased workloads for Um, which in turn requires more
energy to handle additional tasks. Conversely, the expedited
transmission between Mmn and Um helps reduce the overall
latency.
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Fig. 5. Illustration of total energy consumption and overall latency under different values of tUmn and tLmn, respectively. (a) Etot
mn vs. tUmn. (b) T tot

mn vs. tUmn.
(c) Etot

mn vs. tLmn. (d) T tot
mn vs. tLmn.

Fig. 6. Illustration of offloading ratio, energy consumption and overall latency under different values of Smn and iteration index. (a) amn vs. Smn. (b) Etot
mn

vs. Smn. (c) T tot
mn vs. Smn.

Fig. 7. The overall energy consumption under different values of amn, smn and Tmax
mn . (a) Etot

mn vs. amn. (b) Etot
mn vs. smn. (c) Etot

mn vs. Tmax
mn .

Fig. 5 illustrates the impact of transmission time (i.e., tUmn,
tLmn) on the total energy consumption Etot

mn and the overall
latency T tot

mn, respectively. We observe that both Etot
mn and T tot

mn

converge as the number of iterations increases. Specifically,
Fig. 5(a) and (c) show that the total energy consumption de-
creases with increased transmission time, while Fig. 5(b) and (d)
show that the overall latency increases with increased trans-
mission time. This demonstrates the trade-off between energy
consumption and latency. Within practical limits, a controlled in-
crease in delay can lead to significant energy savings, ultimately
enhancing the overall network performance.

Fig. 6 illustrates the impact of the total task volume Smn on
the offloading ratio amn, the total energy consumption Etot

mn,
and the overall latency T tot

mn, respectively. Specifically, Fig. 6(a)

highlights a decrease in amn as Smn increases, due to the
limitation in UAVs’ computing capabilities, which requires the
support of the LEO satellite to handle the additional computation
workloads. Fig. 6(b) and (c) indicate that both Etot

mn and T tot
mn

increase in tandem with the increase of Smn. As Smn becomes
higher, the MASSs, UAVs, and LEO satellite all require addi-
tional resources to execute the increased workloads, leading to
a surge in energy expenditure and an extension of the overall
latency.

Fig. 7 demonstrates the overall energy consumption under
different values of offloading ratio amn, offloading volume smn

and tolerable delay of Mmn, respectively. In Fig. 7(a), we
observe that as amn increases, the total energy consumption
initially decreases, followed by a subsequent increase. The
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Fig. 8. Performance comparison of our proposed scheme with other benchmarks under different parameters (i.e., Smn, N , ρlmn). (a) Etot vs. Smn. (b) Etot

vs. N . (c) Etot vs. ρlmn.

variation indicates the existence of an optimal value of amn,
where the total energy consumption reaches its minimum. The
reason for this stems from the workloads distribution between
UAVs and the LEO satellite. When amn is low, the LEO satellite
undertakes a heavy workloads, resulting in increased total en-
ergy consumption. Conversely, as amn increases, the workloads
shifts to UAVs, which are more energy-efficient for specific
tasks, thereby reducing the overall energy expenditure. It is
essential to select an appropriate value of amn to minimize total
energy consumption. Fig. 7(b) indicates the trend of Etot

mn with
respect to the variation of smn under different values of tUmn.
As smn increases, Etot

mn initially decreases and then rises, and
there is always an optimal value of smn that minimizes Etot

mn.
This is because when smn is small, the workloads carried by
Mmn is substantial, leading to higher energy consumption. As
smn increases, the workloads carried by UAVs and the LEO
satellite gradually increases, which helps reduce the total energy
consumption. However, the value of smn cannot increase indefi-
nitely, as a larger smn would lead to higher transmission energy
consumption. Fig. 7(c) shows the impact of Mmn’s tolerable
delay Tmax

mn on the overall energy consumption. We see that
Etot

mn undergoes an increase asTmax
mn escalates. In our formulated

problem, Tmax
mn represents a limiting factor. When the value of

Tmax
mn increases, both UAVs and the LEO satellite can fulfill the

computation workloads within the prescribed time with reduced
computation resources, which results in an increase in energy
consumption according to (17) and (21).

Fig. 8 illustrates the performance comparison of the proposed
scheme with other three benchmarks under different parameters
(i.e., the total workloads, the number of MASSs, and the compu-
tational capability ofMmn). Fig. 8(a), (b), and (c) clearly demon-
strate the superiority of our proposed scheme, which effectively
diminishes the overall energy consumption. The reason is that
we determine the optimal computation offloading decisions and
resource allocation strategies by minimizing the total energy
consumption.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have considered an SAMIN and pro-
posed a double-edge assisted computation offloading scheme
for MASSs by jointly optimizing the offloading mode, the
offloading volume, the computing resource allocation of UAVs

and the LEO satellite, respectively, to improve the efficiency
of computation offloading. We define a scenario where both
UAVs and the LEO satellite are equipped with edge-servers
providing marine computing services. The computation work-
loads of MASSs can be offloaded to UAVs and the LEO satellite
in parallel via a multi-access approach. Then, we formulate an
optimization problem and propose energy-efficient algorithms
to minimize the energy consumption of SAMIN under latency
constraints. Specifically, we exploit an alternating optimization
(AO) method and a layered approach to decompose the original
problem into four optimization problems (i.e., offloading mode
optimization, offloading volume optimization, resource alloca-
tion of UAVs, and resource allocation of the LEO satellite) to
obtain the optimal solutions. Numerical results are provided to
verify the efficiency and effectiveness of the proposed scheme.
For future work, we plan to leverage artificial intelligence (AI)
techniques, such as reinforcement learning or predictive an-
alytics, to dynamically optimize resource allocation and task
scheduling in response to varying environmental conditions and
system demands. Additionally, we will incorporate advanced
mobility models (e.g., stochastic mobility models) for MASSs
to describe their movement patterns, for MASS collaborative
trajectory planning and optimization.
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