5162

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 5, MAY 2024

DetFed: Dynamic Resource Scheduling for
Deterministic Federated Learning Over
Time-Sensitive Networks

Dong Yang
Chuan Zhang

, Member, IEEE, Weiting Zhang
, Member, IEEE, Ning Zhang
Hongke Zhang

Abstract—In this paper, we present a three-layer (i.e., device,
field, and factory layers) deterministic federated learning (FL)
framework, named DetFed, which accelerates collaborative learn-
ing process for ultra-reliable and low-latency industrial Internet
of Things (IoT) via integrating 6G-oriented Time-sensitive Net-
works (TSN). Utilizing dispersive local data, industrial IoT devices
distributively train a deep neural network (DNN) model, and the
updated model parameters are aggregated at their associated field
servers every round or at a centralized factory server every a few
rounds. Aiming at optimizing the learning accuracy of FL without
affecting the co-transmission of burst traffic (e.g., safety-critical
traffic), an integrated TSN is considered to establish connections
among the three layers, where a cyclic queuing and forwarding
mechanism is deployed in each switch to support deterministic
model parameter transmission with microsecond-level delay and
near-zero packet loss requirements. To improve the FL perfor-
mance, we formulate a multi-objective stochastic optimization
problem to simultaneously maximize the scheduling success ratio
and learning accuracy while satisfying the deterministic require-
ments of delay, jitter, and packet loss. Since the objective function is
implicit and the available time slots of the considered TSN in each
FL round are temporally correlated, the problem is difficult to solve
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in real time. Therefore, we transform the problem into a Markov
decision process formulation and propose a dynamic resource
scheduling algorithm, based on deep reinforcement learning, to
make optimal resource scheduling decisions while adapting to
device heterogeneity and network dynamics. Experimental results
based on real-world dataset demonstrate that the proposed DetFed
significantly accelerates FL. convergence and improves learning
accuracy as compared to state-of-the-art benchmarks.

Index Terms—Co-transmission, deep reinforcement learning,
deterministic federated learning, industrial Internet of Things,
resource scheduling.

I. INTRODUCTION

HROUGH integrating emerging artifical intelligence tech-
T niques, sixth generation (6 G)-enabled industial Internet of
Things (IoT) is expected to realize advanced industiral automa-
tion [1], [2], [3]. In such a scenario, an unprecedented amount
of data is generated by dispersed industrial IoT devices, which
needs to be distributively processed at the network edge due
to delay requirements and privacy regulations [4], [5]. Over the
past few years, a considerable amount of research efforts aiming
at satisfying these requirements have led to the emergence of
many novel distributed learning paradigms, which can leverage
alarge amount of dispersive data and computing power resources
without transmitting raw data across the network [6], [7], [8]. In
particular, federated learning (FL) has been proposed to enable
collaborative deep neural network (DNN) model training among
devices and a centralized server via periodically exchanging
model parameters (i.e., FL traffic), for the purpose of achieving
high learning accuracy with preserved data privacy and reduced
communication overhead [9], [10].

Operating FL over resource-constrained and time-sensitive
industrial IoT faces a big challenge, that is, how to simultane-
ously transmit the FL traffic and traditional industrial traffic (e.g.,
time-triggered traffic, event-driven traffic, and best-effort traffic)
over the same network and satisfy their diversified require-
ments [11]. In such a case, reliably aggregating the device-side
model parameters in the centralized server is important to ac-
celerate FL convergence [12]. Time-sensitive Networks (TSN),
evolved from traditional industrial Ethernets, can provide multi-
ple traffic flows with bounded end-to-end delay, jitter, and packet
loss in local area networks, which is envisioned as a candidate
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Fig. 1. CQF-based mechanism for deterministic traffic scheduling.

for 6G-oriented ultra-reliable and low-latency communication
techniques [13], [14], [15]. By introducing the synchronized
time-scheduled approaches to traffic shaping mechanisms, such
as cyclic queuing and forwarding (CQF) proposed by IEEE
802.1Qch, TSN is endowed with flexible temporal resource
scheduling capabilities to support deterministic traffic transmis-
sion [16].

AsshowninFig. 1, the CQF mechanism s able to provide each
traffic flow with predictable and strictly bounded hop-by-hop
transmission delay via periodically exchanging the receiving and
sending statuses of Ping-Pong queues, which are deployed on
each switch port operated by a couple of gates (i.e., RX-gate
and TX-gate) [17]. The gate operations are controlled by a gate
control list (GCL) to forward traffic, which takes the scheduling
cycle as an operation cycle. Assume that the scheduling cycle
is divided into two time slots, e.g., an even time slot 7j and
an odd time slot 77. In T}, the receiving queue )1 opens the
RX-gate to receive traffic from upstream nodes, and the sending
queue () opens the TX-gate to send traffic to downstream nodes.
In T1, the operations are performed in reverse. With the CQF
mechanism, the TSN can support deterministic transmission
for FL traffic between any two adjacent nodes, such that the
FL convergence can be efficiently accelerated. However, when
multiple industrial IoT devices participate in FL, all the devices
interact with the centralized server in a parallel manner, resulting
in inefficient resource preemption and increased transmission
delay especially when the number of devices is large. To ac-
celerate FL. convergence, how can we schedule multiple traffic
flows to facilitate FL over industrial IoT in an efficient way needs
further investigation [18].

In this work, we propose a novel deterministic FL framework,
named DetFed, which accelerates collaborative FL process via
6G-oriented ultra-reliable and low-latency communication tech-
niques. The DetFed is composed of three layers, i.e., device,
field, and factory layers. To provide the learning process with
deterministic guarantee in delay, jitter, and packet loss, a wireless
and wired integrated TSN is utilized to establish connections
among the three layers, in which each switch is deployed
with a CQF mechanism to support efficient model parameter
distribution and aggregation. Aiming at optimizing the learn-
ing accuracy without affecting the transmission of burst traffic
(e.g., safety-critical traffic), device-side updated models are
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periodically aggregated by their associated field servers or by a
centralized factory server over the wireless and wired integrated
TSN. In this way, the amount of transmitted model parameters
among the field servers and the factory server can be effectively
reduced, hence saving bandwidth occupancy on the industrial
buses that can be used to support burst traffic transmission. As a
result, more model parameters can be aggregated at the two-level
server sides within the hierarchical DetFed, which significantly
improves the learning accuracy.

To further improve the performance of DetFed, we propose a
learning-based dynamic resource scheduling algorithm over the
wireless and wired integrated TSN. The increase of the number
of devices and network nodes may lead to intolerable time over-
head in resource scheduling, because traditional optimization
methods and heuristic schemes cannot adapt to network dynam-
ics, which requires repeatedly resource scheduling calculations
when a new device participates in the DetFed thus slowing
down the FL convergence. To address this challenging issue, we
investigate a resource scheduling problem in DetFed, which is
formulated as a multi-objective stochastic optimization problem
for maximizing the learning accuracy as well as the scheduling
success ratio by optimizing temporal resource allocation for the
wireless and wired integrated TSN. Since the objective function
of the DetFed is implicit and the available time slots of the
considered TSN in each FL round are temporally correlated,
the problem is difficult to solve on-the-fly. We transform the
problem into a Markov decision process (MDP) formulation,
and propose a dynamic resource scheduling algorithm, based on
deep reinforcement learning (DRL), to solve the MDP. Extensive
simulation results on real-world dataset with non-independent
and identical distribution (non-IID) demonstrate that the pro-
posed DetFed framework with the dynamic resource scheduling
algorithm can significantly improve the learning accuracy as
compared to the benchmarks. The main contributions of this
paper are summarized as follows:

e We present a hierarchical deterministic FL framework for
the time-sensitive industrial IoT, in which FL can effi-
ciently operate with bounded end-to-end delay, jitter, and
packet loss guarantee via temporal resource scheduling for
the wireless and wired integrated TSN;

® We formulate the multi-dimensional resource scheduling
as a multi-objective stochastic optimization problem to
maximize the FL performance over the TSN with determin-
istic service quality guarantee, which is then transformed
into an MDP;

® We propose a dueling double deep Q-network (D3QN)
based resource scheduling algorithm to efficiently deter-
mine temporal resource allocation for FL traffic within the
integrated TSN. After offline training, the proposed algo-
rithm can facilitate FL. convergence and adapt to network
dynamics due to the traffic-by-traffic scheduling ability.

The reminder of this paper is organized as follows. Related
works are reviewed in Section II. A deterministic FL framework
is proposed in Section III. Section I'V presents the system model,
and formulates the optimization problem with multiple objec-
tives. Section V transforms the formulated problem into an MDP,
and proposes a dynamic resource scheduling algorithm. Section
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VI provides the simulation results, followed by the concluding
remarks in Section VII.

II. RELATED WORK

FL has gained significant attention from both industry and
academia due to the significant growth in data traffic generated
atthe network edge. Itis regarded as a key enabling technology to
achieve ubiquitous intelligence in envisioned 6 G networks [19],
[20]. Extensive research efforts have been devoted to resource
management to accelerate FL convergence [21]. Chen et al. [22]
propose a joint learning and communications framework for fa-
cilitating FL over wireless networks, in which spectrum resource
alloction and user selection are jointly optimized to achieve a
significant FL. accuracy improvement. Wan et al. [23] aim to
minimize the time and energy consumption during FL process
through optimizing spectrum bandwidth allocation and the num-
ber of local updates per iteration. T. Dinh et al. [24] investigate
a heterogeneous computing resource optimization problem, in
which the local computation rounds and the global communica-
tion rounds are scheduled to speed up FL convergence at the cost
of on-device computing power and spectrum resources. Taking
into account the unreliable and resource-constrained wireless
networks, Salehi et al. [25] proposed a novel FL. framework
to ensure extremely high transmission success probability via
dynamically scheduling the participating devices for each FL
round. Zhang et al. [26] study the joint optimization of the
power allocation and learning rate adjustment to obtain the best
estimate of the gradient updates while minimizing the impact of
the communication error. In summary, most of these works adopt
frequency division multiplexing as a main communication mode
to support FL. model parameter distribution and aggregation.
Due to the limited spectrum resources, such a mode is generally
difficult to guarantee deterministic delivery of FL traffic. Thus,
in large-scale device scenarios, only a part of devices can be
selected to participate in model training or only a few updated
parameters can be uploaded to the global server, which signif-
icantly slows down FL convergence speed, degrades learning
accuracy, and occupies network resources.

Recently, a line of research works are proposed to improve
transmission determinacy [27]. Atallah et al. [28] studies an
iterated integer linear programming based scheduling scheme to
attain high scheduling scalability, in which time-triggered traffic
is divided into multiple subsets and each subset is scheduled
incrementally. Yan et al. [29] proposes a CQF-based injection
time planning algorithm to optimize the network throughput of
time-sensitive traffic. Zhao et al. [30] considers a credit-based
shaper to reduce the pessimism for the worst-case end-to-end
delays of audio-video bridging traffic. More prominently, a few
pioneering works focus on the co-transmission for multiple types
of traffic. Yuan et al. [31] present a deadline monotonic schedul-
ing algorithm to ameliorate the traffic transmission sequence of
switch exports via dividing the queue priority into more levels,
thereby satisfying the coordinated transmission requirements of
time-triggered traffic and best-effort traffic. Huang et al. [17]
propose a time-aware cyclic-queuing mechanism to support the
co-transmission of cyclic flows and isochronous flows. To sum
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up, most of them are dedicated to supporting deterministic traffic
transmission for traditional industrial applications (e.g., control-
and/or safety-critical applications). How to provide industrial
intelligent applications with deterministic transmission services,
especially realizing the co-transmission of FL traffic and clas-
sical industrial traffic, is still a challenging issue needs to be
solved.

Different from the existing works, our paper focuses on
facilitating efficient FL in time-sensitive industrial IoT which
is to ensure the end-to-end deterministic transmission of FL
traffic among devices and servers. Furthermore, taking traffic
time-varying property and network dynamics into account, we
propose a learning-based temporal resource scheduling algo-
rithm to accelerate FLL convergence over a wireless and wired
integrated TSN.

III. DETFED: A DETERMINISTIC FLL FRAMEWORK
A. Framework Design

In the considered time-sensitive industrial IoT, we adopt a
hierarchical FL framework enhanced by a two-level aggregation
scheme to facilitate efficient model training [21]. As shown in
Fig. 2, the framework consists of the device, field, and factory
layers. The detailed descriptions of each layer in the framework
are given as follows.

® Factory Layer: A global server and a central controller

are deployed at the factory management center. The global
server is responsible for initializing a set of model pa-
rameters at the beginning according to the application
requirements and performing factory-level aggregation for
updated model parameters (i.e., FL traffic) from distributed
field servers every a few field aggregations. The controller
is in charge of collecting network information and enforc-
ing traffic scheduling decisions, as well as coordinating FL.
among three layers with deterministic guarantee of delay,
jitter, and packet loss.

® Field Layer: Multiple TSN switches are deployed to pro-

vide deterministic transmission services for industrial IoT
devices, in which a part of TSN switches endowed with a
wireless access module are deployed to connect the devices
into the factory network. The rest of the TSN switches are
connected to the controller. In addition, each production
line is equipped with a field server to aggregate model
parameters from industrial IoT devices every FL rounds.

e Device Layer: Industrial IoT devices endowed with certain

storing and computing resources, such as industrial gate-
ways (IGW), are distributively located in production lines
within a smart factory. In each FL round, IGWs receive
the global parameters that are transmitted from the factory
server or field servers, and perform local training for further
parameter updating.

The DetFed framework can support efficient FL. with de-
terministic requirements through integrating delay-guaranteed
TSN into a hierarchical aggregation scheme. On one hand,
parameter aggregation and distribution are determinately coor-
dinated among the three layers by accurate traffic scheduling.
As such, more updated model parameters can be uploaded
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to the field servers or a factory server, thus accelerating FL
convergence. On the other hand, model parameters are infre-
quently transmitted between the field and factory layers, thereby
effectively avoiding bandwidth resource preemption with burst
traffic in terms of factory bus.

B. Two-Level Deterministic Aggregation Scheme

In the framework, we consider a set of TSN switches to
support deterministic data transmission. The set of wired TSN
switches is denoted by Z = {1,2,...,T}. The set of wireless
TSN switches is denoted by 7; = {1,2, ..., |J;|}, whichis con-
nected to a wired TSN switch ¢ € Z. Let £; = {1,2,..., ||}
be the set of IGWs associated with wireless TSN switch j € 7.
For IGW £, a set of data samples are stored locally, denoted by
Sijk = {(us,vs)}s. Here, u, and v, are the input and the label
of each sample, respectively, s is the sample index. The training
and testing sample sets of the IGWs are denoted by sza,z" and

fejs}i, respectively. The training and testing sample sets of the
IGWs within the coverage of field server i are denoted by SI" "
and S{°*', respectively. Here, we have S{"%" U S{%} = Si ji,
Stram y Stest = S, and S; = Ujeg, kek, Si,j k- A summary of
important notations in this paper is given in Table 1.

In the following, we elaborate the operation mechanism of the
deterministic FL in detail, which is illustrated in Algorithm 1.

1) Initialization stage: Once the factory management center
receives an FL task, the factory server will instantiate a set of
parameters 0* for obtaining the required learning model, such
as a convolutional neural network-based industrial inspection
model that can provide real-time quality detection services for
industrial machinery.

2) Multi-dimensional resource scheduling: After completing
the model initialization stage, the central controller then makes
network resource scheduling decisions for FL round r € R to
support deterministic model parameter transmission. Here, the
decisions include the amounts of time slots in wireless and wired

m TSN Switch

Hierarchical deterministic FL framework for time-sensitive industrial IoT.

Production Line /

Industrial

One hop or
Gateway (IGW) /

multiple hops

TSN that are allocated to transmit model parameters among the
IGWs, field servers, and a factory server. With these decisions,
the FL can efficiently operate by orchestrating the dispersed
IGWs, and achieve a higher accuracy through aggregating more
model parameters with deterministic service quality guarantee.

3) Deterministic parameter distribution: Given the resource
scheduling decisions, the aggregated model parameters can be
distributed from the field servers or a factory server to the
IGWs in each FL round. Due to adopting the deterministic
traffic scheduling mechanism, the parameter distribution can
have a high schedulability, such that more IGWs can receive
the distributed model parameters to participate in the current FL
round.

4) Local training: When the distributed model parameters
0,,Vi € T are received, the IGWs can start local training using
their sample sets for one round. To speed up convergence rate, we
adopt a stochastic gradient descend method to iterate the model
parameters, thatis, 8; ; p = 0; — n0l((us, vs) | ; 5.%)/00; k.
Here, 0; ; . is the locally trained parameters of each IGW, 7 is
the learning rate, and [((us, vs) | 0; ;1) is the training loss with
regards to each sample held by the IGWs.

5) Deterministic field aggregation: Once completing the lo-
cal training, field servers will asynchronously aggregate the
trained model parameters from the IGWs via deterministic
resource scheduling, namely, mod(r, rg) # 0. Meanwhile, the
global model parameters 6; can be updated through a Fed-
erated Averaging algorithm that performs a weighted aver-
age calculation for all the aggregated parameters, i.e., 8; =
IS Eier jeg, wex, 1Si5k105..- Here, [ 8157 [ and [S7°|
are the numbers of testing samples locally stored at each IGW
and at all IGWs associated with field server ¢. Thus, the learning
accuracy of the updated model is given by

1
Azi(0:) = 7 > A6y, (N

i€l
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TABLE I
SUMMARY OF IMPORTANT NOTATIONS

Notation Description

T Set of wired TSN switches

Ji Set of wireless TSN switches connected to wired switch 7
K Set of IGWs associated with wireless TSN switch j

Si gk Set of data samples held by IGW k

S; Set of data samples held by IGWs covered by field server ¢
31”]“;”, SIPJ?Z Training and testing sample sets of the IGWs

Sprain gtest Training and testing sample sets covered by field server ¢

Us, Vs Input and label of each sample

0; ik Locally trained parameters of each IGW

0; Global model parameters of field servers or factory server
I((us,vs)) Training loss for sample (us, vs) held by the IGWs

Ui Learning rate for FL

Tg Number of field aggregations

A;(0;) Accuracy on testing samples of the IGWs under field server 7
Ayri(0;) Accuracy of the updated model after field aggregations
Ara(0) Accuracy of the updated model after factory aggregations
th FL traffic k&

sSC Scheduling cycle

LCM(-) Least common multiple function

T, Thum Time slot size and time slot number

B@ce, BeoTe Wireless and wired link bandwidths

GCD(+) Greatest common divisor function

Py The x-th packet of traffic ¢y,

c,, orer The occupied resources and maximum capacity for each slot
Te2e, Jp2e End-to-end delay and jitter for each traffic

PL;’C‘26 End-to-end packet loss for each traffic

Hy, The number of network nodes that traffic ¢, traverses
A(07), S” Learning accuracy and scheduling success ratio in round r
a Temporal resource allocation decision

3 Weight coefficient for the objective function

st at, 2t Network state, decision, and agent reward

Y Discount factor

T Policy parameterized by w

Q) State-decision Q-value function

V(-), A(:) Value function and advantage function

L(w), Vo L(w)  Loss function and its gradient with regards to w

y? Target Q-value

where A;(0;) denotes the learning accuracy on testing sam-
ples of the IGWs that are associated with field server 1
in terms of its aggregated parameters 0;, and A;(0;) =
1/|S7% 3 egrest al(ws, vs) | 05). Here, a((us,vs) | 0;) is
the learning accuracy on each testing sample held by the IGWs.
Then, the aggregated model parameters of field servers will be
distributed to their associated IGWs for a new round update.

6) Deterministic factory aggregation: After r, field aggre-
gations, the factory server will aggregate model parameters
from field servers via deterministic resource scheduling for
the considered TSN networks, namely, mod(r,r4) = 0. Then,
the global model parameters can be updated via the Federated
Averaging algorithm, i.e., 8 = 1/|S""|}". /|S!“*'|@;. The
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Algorithm 1: DetFed.

1 < Initialization stage

2 Factory: Factory server initializes global DNN model
parameter 8* with deterministic transmission requirements
(i.e., end-to-end delay, jitter, and near-zero packet loss);

3 ¢ Dynamic resource scheduling

4 Allocating temporal resources for K;,Vj € J;,Vi € T
industrial IoT devices via dynamic resource scheduling to
satisfy the deterministic transmission requirements;

s for each F'L round r € R do

6 <& Deterministic parameter distribution (FL traffic)

7 Broadcast 6; from factory server or field servers to the
connected industrial IoT devices via wireless and wired
integrated scheduling;

8 <& Local training (heterogeneous computing power)
for each TSN switch i € T in parallel do
10 for each device k € Kj, Vj € J; in parallel do
1 for each training sample s € S,”;“i” do
12 Update the model parameters via a gradient
descent method;
0k =6 — 481(:43;):1%,],;@),
13 <& Deterministic field aggregation (wireless scheduling)
14 if mod(r,r4) # 0 then
15 Aggregate device-side model parameters by their
associated field servers every FL round;
16 0: =1/ |Si5%k| Sz jegipex, [SITk| Oiins
17 A(G) = Afi(el),
18 <& Deterministic factory aggregation (wired scheduling)
19 if mod(r,rg) = 0 then
20 Aggregate field server-side model parameters by a
factory server every a few FL rounds;
2 0 = 1/ |Stest| Ziez |Sl_test| 91,
2 A(B) = Asa(0);

23 return 0, A(6).

learning accuracy can be described as

! > al(us,vs) | 6), )

Apa(0) = S|

Sestcst
where S'est = U,z S, |S'5!| is the total number of test-
ing samples stored at all the IGWs, and a((us,vs) | @) is the
learning accuracy on each testing sample of all the IGWs with
parameters 0 aggregated by the factory server.

In the considered scenario, the proposed DetFed framework
adopts synchronous FL paradigm, which is operated round-by-
round. In each FL round, due to the heterogeneous computing
resources of [oT devices, the delay for local training is different
for each device. Whenever the local training stage is completed,
each IoT device will send a signaling to its associated field
server or the factory server. Once the signaling from the last
participating IoT device is received, the field server will syn-
chronously aggregate model parameters from their participating
devices every FL round, and the factory server will aggregate
model parameters from the edge servers every a few FL rounds.
To maintain time synchronization within the considered net-
work scenario, the clock synchronizing mechanism /EEE 1588
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is deployed at the TSN switches and IoT devices. As such,
the FL traffic of heterogeneous IoT devices can be scheduled
synchronously.

Computation complexity analysis: Different from the conven-
tional FL framework that aggregates model parameters only
by one centralized server, a set of additional field servers are
deployed in the proposed DetFed framework to aggregate the
uploaded model parameters from their connected IoT devices.
The computation complexity of both frameworks is mainly
composed of local training and model aggregation. For the local
training stage, both frameworks have the same computation
complexity when they train the same DNN model. For the model
aggregation stage, the computation complexity of the DetFed is
slightly higher than the conventional FL. However, the model ag-
gregation can be implemented via a low-complexity algorithm,
e.g., FedAvg, in which model parameters are simply aggregated
via a weighted average method. We assume that the training
computation complexity is denoted as O®(-), and that the
computation complexity of operating the FedAvg is denoted as
(099 (-). The aggregation computation complexity of the DetFed
is denoted as (I+1)xO0%99(-). Here, I is the number of field
servers, and 1 indicates to the factory server. Thus, the total com-
putation complexity of the DetFed is O (-)+(1+1)x O99(-).
Here, we have O (-)> (I+1)xOQ%99(-).

IV. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, an FL traffic model is presented, followed by
a wireless and wired integrated scheduling model to support
deterministic model parameter distribution and aggregation.
Then, we formulate a multi-objective optimization problem
with multi-dimensional resource constraints to optimize the FL
performance while improving the scheduling capability of the
considered TSN.

A. FL Traffic Model

As previously described, the FL is a long-term and iterative
process, in which model parameters are interacted alternately
among IGWs, field servers, and a factory server. In such sce-
narios, whether the model parameters can reliably transmit
among the three layers is especially important to accelerate FL
convergence. For parameter distribution, if the global model
parameters can be distributed to more IGWs, the FL can take
full advantage of geographically dispersed data to train the
global model. For parameter aggregation, if more local trained
parameters can be uploaded to the field servers or the factory
server, the global model can achieve a faster convergence. Thus,
to ensure the deterministic parameter transmission during the
long-term learning process, we operate the hierarchical FL over
a TSN-enhanced network scenario, and define the model param-
eters as FL traffic with deterministic end-to-end transmission
requirements need to be guaranteed.

In the considered scenario, the transmitted FL traffic requires
the bounded end-to-end delay, jitter, and packet loss. As such,
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each FL traffic can be described as

tk £ {/Ld7 Cyd& STC, dSta path7 d€2€7 je?eypnumy Psize, 8t}7

Vi € K k=1,2,...,|K],

(3)
where each traffic ¢; has ten features, including identifier num-
ber, traffic cycle, source and destination addresses, preset trans-
mission path, end-to-end delay and jitter requirements, packet
number and size, and sending time that is a decision variable
needs to be made by a resource scheduling algorithm. Here, the
sending time of a traffic means the timestamp when the traffic is
sent from a device’s network interface card (NIC). In addition,
|K| =312 e |K;| denotes the total number of FL traffic
in each FL round.

B. Wireless and Wired Integrated Scheduling Model

As stated earlier, the FL operates round-by-round within
the hierarchical framework. To ensure a high convergence ef-
ficiency, the FL traffic should be transmitted among the three
layers. Taking into account the mobility, the industrial IoT de-
vices are connected to the corresponding wireless TSN switches
endowed with a wireless access module [32]. In addition to that,
FL traffic are forwarded by a set of wired TSN switches. In
each TSN switch, we deploy the CQF-based shaper to satisfy
the deterministic transmission requirements, which is endowed
with a queuing mechanism for shaping FL traffic to provide
each traffic with bounded delay, jitter, and packet loss [33].
To implement high-performance TSN, network adapters that
are programmable and support TSN functionality is required
at each [oT device of the communication link. In this work, the
industrial IoT devices are directly connected to the TSN switches
and each IoT device is equipped with a network adapter (e.g.,
Intel [225-V) to support FL traffic transmission. In the following,
several important constraints are defined:

1) Traffic Scheduling Cycle: In the CQF model, a pair of
Ping-Pong queues are introduced at each switch port, and
the open (i.e., sending) and closed (i.e., receiving) statuses of
Ping-Pong queues are periodically exchanged to forward traffic
that is controlled by GCLs, such that the hop-by-hop bounded
delay can be guaranteed to provide FL traffic with deterministic
transmission services [28]. Since the GCL calculations need to
be cyclically executed for all FL traffic, scheduling cycle SC'
equals to the least common multiple of the set of traffic cycles,
namely,

SC = LCM (K |[eycles)), (€h)

where SC should be a constant value, LC M (-) is the function to
return the least common multiple value, and K[cycles| denotes
the set of cycles of all FL traffic.

2) Time Slot Size: As defined by CQF, a scheduling cycle
SC should be divided into several time slots with the same
duration 7. Thus, the number of time slots in each scheduling
cycle is T},ym = SC/T. To avoid data packets conflicting with
each other in the same time slot, the value of 7" should be within
[Tvmin7 Tmax] .
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For the minimum value 7™, it means the considered inte-
grated networks should be able to accommodate the largest size
of the FL traffic, i.e.,

min
T = Tsend 1+ Tprop + Tproc + Tqueue + Tsync, (5)

where

max (K [sizes])

Becore )

mar(Klsizes) it ACC = True,
Tsend = (6)
otherwise,

where Tsend, Tprops Tprocs Tqueue> and Tgypn. denote the packet
sending, propagating, processing, queuing, and synchroniz-
ing delays between any two adjacently connected nodes, re-
spectively. In addition, maxz(-) is the function to return the
largest value, K|[sizes| denotes the set of data sizes of all
FL traffic, and B = R"“log,(1 + p; j|hi ji|*/1?),Vi €
Z,j € Ji,k € K; and B" denote the wireless and wired link
bandwidths, respectively. Here, AC'C' is T'rue indicates that the
traffic is transmited between an IGW and a wireless TSN switch.
Also, R is the frequency band of the wireless networks, p; ;
is the transmission power, |h; ; ;|? is the channel gain between
wireless TSN switch j and IGW k, and u2 is the Gaussian noise.

For the maximum value 7},,,, it means the size of time slots
should be larger than the greatest common divisor of the set of
traffic cycles, i.e.,

T = GOD(K [cycles)), (7

where GC D(-) is the function to return the greatest common di-
visor value. In addition, the scheduling cycle should be divisible
by T,1i.e.,

SC%T=0. ®)

3) Sending Time of FL Traffic: In each FL round, FL traffic
is transmitted among IGWs, field servers, and a factory server
bottom up or top down. In either case, however, the sending time
of each FL traffic should be smaller than its traffic cycle. In this
way, packets of different traffic cycles can be prevented from
preempting limited NIC resources in the meantime. Hence,

0 < tg[st] < tg[cycle],Vk € K. ©)

Note that the sending time ¢ [st], namely injecting packets of
traffic £ into which time slots within each scheduling cycle,
is determinied by a centralized network controller that is in
charge of global resource scheduling. In addition, similar to the
scheduling cycle, the traffic cycle should also be divisible by T,
ie.,

ti[cycle] % T = 0,Vk € K. (10)

4) FL Traffic Transmission: With the sending time decisions,
the occupied temporal resources for each time slot of the current
scheduling cycle can be calculated, that is,

Co=>" 3 Quf) - trlpsizel, Vs € [1, Tnum), (11)

keK z€ty [prum)]

where €2, (+) is an indicator function, and p7 is the z-th packet of
traffic ¢5,. If Q,(p}) = 1, the packet pf, is injected into time slot
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s, otherwise 0. In particular, each packet can only be injected
into no more than one time slot, i.e.,

ST k) < 1,Vk € K,z € [1 t[pnuml]-

S€Tnum

12)

Note that since all packets stored in the sending buffer need
to be sent before the start of the next time slot, the size of the
total packets within each time slot cannot exceed its maximum
capacity. Hence,

0<Cs < O, Vs € [1, Thuml, 13)

where C'?* is the maximum capacity of time slot s. Note that the
deterministic transmission guarantee in TSN is to reserve band-
width resources for traffic in advance. For FL traffic, the traffic
information can be available in advance and a temporal resource
allocation policy is determined accordingly for transmission.
However, for burst traffic, it is often difficult to determine a
dynamic resource allocation policy to support real-time traffic
due to information uncertainty. To ensure that the reserved
resources are sufficient while avoiding resource wasting, we
consider to reserve bandwidth in a statistical way by considering
the long-term traffic features to accommodate the burst traffic,
and the rest of link bandwidth resources are utilized by FL traffic.
As such, FL traffic can be co-transmitted with burst traffic within
the considered TSN scenario.

5) Multiple Traffic Requirements: Based on the above defi-
nitions, the end-to-end delay 7¢%¢, jitter J£2¢, and packet loss
PL;26 for each traffic can be obtained, namely,

T = (Hy+1)-T,Vk € K,
1
Jls2e = pi[d@e] - m Z pi[dwe] 7Vk € K7
klPnum Ietk[pnuwz]
PLY = |tilpmum] = > >, Qu})|,VE €K,
€L [Prum] SETnum

(14)

where H}, is the number of network nodes that traffic ¢, traverses.
Note that the jitter of each traffic is the delay variance of all its
packets. Here, p} [d.2.] denotes the end-to-end delay of the x-th
packet of traffic ¢, and 1/tx[Prum)] ertk prum] Pl [de2e] is the
average delay of all packets for traffic ¢;. The jitter of each
traffic requires the gap between both values do not exceed the
required jitter. The definition of packet loss is the same. Only
when the above requirements are satisfied simultaneously, the
FL traffic then can be transmitted with a deterministic service
quality guarantee.

C. Multi-Objective Optimization Problem Formulation

Since the learning accuracy of server-side models and the
scheduling capability of the integrated networks are mutually
reinforcing, both metrics should be jointly considered to maxi-
mize the overall system performance. In particular, the presented
FL framework requires making the best time slot allocation
decisions for deterministic model parameter transmission over
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the wireless and wired integrated TSN. To this end, we formulate
the multi-objective resource scheduling problem as:

P max 1A+ (1 =€) |5

s.t. TE% < ty[dese),VE € K, (15a)
JE% < trljeze), Yk € K, (15b)
PL$¢ <6, Vk € K, (15¢)
T € [Tmin, pmax),

), (8),(9), (10), (12), and (13), (15d)

where o = {a; jr }vier jes, kek, denotes the temporal re-
source allocation decision, and «; j 1, € [1, T)um] is a discrete
value which corresponds to the sending time of each FL traffic
defined in (9). In addition, |A(0")| € [0,1],Vr € R denotes
the learning accuracy of the global model with respect to
the aggregated parameters 0", and |S”| € [0,1] denotes the
scheduling success ratio in FL round r which is the ratio of
the number of successfully scheduled traffic to the number of all
traffic. In the proposed DetFed framework, scheduling success
ratio and learning accuracy are both important to accelerate
FL convergence. A high scheduling success ratio is helpful to
aggregate more updated model parameters from the distributed
IoT devices, and a higher learning accuracy indicates a better
collaborative learning performance. This paper aims to jointly
optimize both objective components to efficiently obtain the
optimal FL. model parameter 8*. Thus, the weight coefficient
& € (0,1) is to balance the importance between both objective
components. Constraints (15a), (15b), and (15¢) guarantee the
traffic requirements can be satisfied to provide FL traffic with
deterministic transmission support. Here, 0 is a tiny constant
value. Constraint (15d) ensures the time slot duration 1" of the
considered integrated network is set within a valid range, and
constraints (4), (8), (9), (10), (12), and (13) guarantee proper
network resource scheduling.

The relationship between the resource allocation decision and
the objective function is as follows. An appropriate decision « is
helpful to distribute the global FL. model from the field servers
or factory server to more IoT devices and to aggregate more
updated FL. models from the IoT devices, thereby obtaining a
higher scheduling success ratio |S”|. Moreover, with decision
«, more dispersed data held by the 10T devices can be utilized
to sufficiently optimize the FL. model parameters 6 in the local
model training stage, which further improves learning accuracy
[A(67)].

Problem P is a multi-objective stochastic optimization prob-
lem. The problem is “multi-objective” because the learning
accuracy and scheduling success ratio are jointly considered to
achieve afaster FL convergence. The problem is “stochastic” due
to the resource scheduling decisions are determined in presence
of temporal dynamics of available time slot resource during
the FL process. In addition, the first term of P (i.e., learning
accuracy) is expressed by an implicit function, and it is difficult
to accurately characterize the mapping relationship between
the decision variables and objective function, which further
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complicates decision making process. In particular, the available
time slot capacity constraint is coupled with temporal resource
scheduling decisions in terms of time and the amount of the
scheduled traffic, which however have to be determined without
foreseeing future network dynamics. Furthermore, according
to the definitions of optimization components, the objective
function is non-convex. Since optimizing variable « is integer,
problem P is an integer optimization problem with a non-convex
objective function. As such, the optimal variable o cannot be di-
rectly obtained via existing optimization methods. To approach
the optimal solution, we consider DRL-based approaches to
design a dynamic resource scheduling algorithm, which can
make the optimal temporal resource allocation decisions and
thus solving the formulated problem in an efficient way.

V. DYNAMICSCHED: A DYNAMIC RESOURCE SCHEDULING
ALGORITHM FOR FL TRAFFIC

In this section, we first transform the multi-objective opti-
mization problem into an MDP, and then propose a model-free
DRL-based resource scheduling algorithm, named Dynamic-
Sched, to solve it. The computational complexity analysis of
the DynamicSched is also provided.

A. MDP Transformation

MDP is a temporal decision making process, which is gen-
erally utilized to simulate the stochastic policies and rewards
of learning agents in the environment with Markov property.
Here, Markov property refers to that given the present state
and all the past states of a random process, the conditional
probability distribution of the next state depends only on the
present state. In this paper, the formulated problem P is to
design a dynamic resource scheduling policy to maximize the
learning accuracy of server-side models and the scheduling ca-
pability of the considered networks while satisfying constraints,
which falls into the MDP. To optimize FL performance over
the time-sensitive industrial IoT, we reformulate the resource
scheduling problem P as an MDP. As shown in Fig. 3, we adopt
a fully-centralized architecture proposed by IEEE 802.1Qcc
in the control plane, and the central controller is modeled as
an agent [34]. In each FL round, the agent can observe the
traffic information and network state s',¢ € [1,|K]], and take
temporal resource allocation decision a’, ¢ € [1, | K] traffic-by-
traffic. Here, [K'| =} _,.7 > .7 K; is the total number of FL
traffic in each FL round. This means that in the MDP, the time
index ¢ denotes a traffic index from the traffic set that needs
to be scheduled. To learn an optimal policy 7}, parameterized
by w, that can accurately map state s¢,¢ € [1,|K]|] to decision
a',t € [1,|K|], the corresponding reward 2¢, ¢ € [1, |K]|] is fed
back from the network environment, and the state is transformed
into new state s'*1 ¢ € [1,|K]|] accordingly [35]. In the MDP,
three core elements, i.e., state, action (i.e., decision), and reward,
are defined as follows.

e State: In FL round 7, the agent collects traffic information

®' and the remaining time slot capacities vy, , from the
industrial IoT devices and TSN switches. Then, the state
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Fig. 3. Illustration of the proposed DynamicSched algorithm.
st € S of the considered TSN can be defined as

st ={®", Wl VY VkeK;,j€ TiicT,

4,7,P

(16)

where ®¢ £ {t;.}e k, denotes the features of traffic ¢, that

is received at round r, and \I!f i denotes the remaining
capacities of each receiving queue on port p € P for each
time slot within a scheduling cycle.

® Action: Based on the observed state and the parameterized
policy, the agent can make the temporal resource allocation
decisions to determine which time slot is scheduled to
transmit ¢, thereby supporting deterministic transmission

for FL traffic. Namely,

argmax Q(s',al), ife>ep—N,
a = ateA a7
al s otherwise,

Each action element is an interger value reshaped into a
range of [0, tx[cycle] /SC — 1]. The action indicates which
time slot the FL traffic should be injected. Note that each
traffic can only be injected into one time slot to be trans-
mitted. Here, gy € (0, 1] is an initial probability value, and
N is a decay factor for each learning step.

® Reward: Once the agent takes action at, it will obtain a
reward to evaluate how good the action is under state s’.
Aiming at maximizing the learning accuracy and schedul-
ing success ratio simultaneously, the reward function of the
DynamicSched algorithm can be given by

Visuce + Zi(0;) - 1{mod(r,r4) # 0},if success,
2" = Viuee + Z1a(0) - 1{mod(r,r,) = 0}, if success,

Viait, if failed,
(18)
where
Zyi(0;) = E|Ap(07)| + (1 =€) |S"|,VieZ, (19)
and
Zya(0) = E[Apa(07)[+ (1 =[S (20)

DynamicSched Algorithr%

There are three cases for the reward. When the current
FL traffic is scheduled successfully, the agent will ob-
tain a positive reward, i.e., Viyee + Z5;(0;),Vi € T or
Vsuce + Z14(0), which are consistent with the two-level
aggragation scheme in DetFed. Here, V. is a positive
constant value, and A;(67),Vi € Z and Af,(6") denote
the learning accuracies on the model parameters after field
aggregation (i.e., 1{mod(r, r,) # 0}) and factory aggrega-
tion (i.e., 1{mod(r,r,) = 0}), which are given by (1) and
(2), respectively. On the contrary, the agent will obtain a
negative constant value V. to penalize the inappropriate
decisions. Obviously, the reward is related to the average
learning accuracy and scheduling success ratio in the cur-
rent FL round. With the obtained reward, the parameterized
policy 7, can be optimized during the training stage until
algorithm converges.
In the MDP, the goal of the agent is to find the optimal
temporal resource allocation policy 7}, € II that can maximize
cumulative discounted reward, namely,

.
>y oy m)
p=0

P’ : max E

T, €1l

s.t. (4),(8),09),(10),(12),(13), and (15a)-(15¢c), (21a)

where v € [0, 1] denotes the discount factor. Note that policy
T, specifies the way the central controller adopted to schedule
temporal resources according to the observed states in each
scheduling cycle.

B. D3QN-Based Resource Scheduling Algorithm

The motivation to solve the MDP problem via deep RL algo-
rithms are due to the following two aspects: (1) In the considered
TSN scenario, it is difficult to obtain the complete information
on state transition probabilities which is required to apply MDP
algorithms (e.g., Relative Value Iteration) due to large state and
action spaces; (2) The problem size is large, the convergence of
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conventional value iteration algorithms is time consuming [36].
However, deep RL algorithms can solve the MDP problem by of-
fline training and online implementation with a low latency even
when the problem size is large, which can be more efficiently
applied in practical systems. Compared to traditional DQN-
based algorithms, the D3QN algorithm can significantly reduce
overestimation for resource scheduling decisions. Moreover, the
D3QN algorithm can identify the correct resource scheduling
decision more quickly during policy evaluation and achieve
much better decision performance via a dueling DQN module.
The above designs contribute to better approximation of the
optimal state values via frequent updating of the value stream,
thus improving the stability of resource scheduling optimization
especially when the number of scheduling decisions is large.
Thus, we consider the D3QN algorithm to solve the MDP. As
shown in Fig. 3, we propose a learning-based dynamic resource
scheduling algorithm based on D3QN, named DynamicSched.
In the algorithm, a double DQN and a dueling DQN modules are
adopted to overcome the decision overestimation problem and
achieve much better performance [37], [38]. For the double DQN
module, an online network is to evaluate the € — greedy policy,
and a target network is to estimate its value. With this design,
the original max operation in the target Q-value estimation of
DQN algorithms can be decomposed into decision selection
and decision evaluation, therefore effectively reducing overes-
timation for decisions. For the dueling DQN module, the lower
layers of online and target networks adopt fully-connected (FC)
structures parameterized by ¢ and ¢’, respectively, while the
following layers of both networks are endowed with two streams
of FC layers instead of the original single stream. Here, the two
streams represent the value function V' (s'; w, ¢’) and advantage
function A(s?, a'; w, o) that sharing a common feature learning
layers, that is, the lower layers of online and target networks. In
the output aggregating layer, the two streams are combined to
produce a single state-decision Q-value function, namely,

Q(St7at; w) (p7 <p/) = V(St;w7 Lp,)

+ At atng) - oo S Al atig) )

(22)
where V(-) is an one-dimension scalar, and A(-) is an |.A|-
dimension vector. Here, |A| is the dimension of decision a'.
With this improvement, the value and advantage functions can
be estimated separately, such that the effect of state s* and
decision a’ on Q-value estimation can be taken into account
simultaneously and the correct decision can be identified more
quickly during policy evaluation. Note that the better decision
a', the greater the advantage. For notation simplicity, we omit
o and ¢’ in the following context.

In this subsection, we illustrate the D3QN-based dynamic
resource scheduling algorithm as the following steps, which is
presented in Algorithm 2.

1) Algorithm Initialization: Once the training stage is
started, the parameters of the online and target networks of the
centralized learning agent will be initialized and then updated
step-by-step. Note that only one FL traffic is scheduled in each
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Algorithm 2: DynamicSched.

Input: Traffic information and remaining time slot capacities
{0", ¥}, L Vi€T,je TipeEP;
Output: Optimal temporal resource allocation policy 7,
that can make decision a’ traffic-by-traffic;
1 Initialize online and target networks with parameters w and
w™, and initialize experience replay buffer B to capacity D;

2 for episode e € [1,|Enum|] do

3 Reset network environment and obtain initial state s';

4 for step t € [1,|K]|] do

5 < Environment sampling

6 Obtain random decision a’,,,;, with probability ¢,
otherwise obtain argmax,Q*(#(s"), at; mw.) with
€ — greedy policy;

7 Execute decision a’ (i.e., allocate time slot resource
for current FL traffic ¢;) and obtain an immediate
reward z*;

8 Transform to new state s+ to obtain the available

time slot capacities of the considered wireless and
wired integrated TSN networks for the next traffic;

9 Store {s*,a’, 2", 5", done} into B, and replace the
oldest experiences if |B| > D;

10 <& Neural network training

11 Sample a random minibatch of D, experiences
{s?,a% 2%, s done} from B;

12 Set the target Q-value for each experience y? =
24 4+ Q™ (s argmax, Q(s*, a%; w);w™);

13 Update w by performing a gradient descent step and

minimizing the loss function L(w) =
E{sd,ad,zd,sd+1,d0ne}mB(D) [(yd - Q(5d7 ad; UJ))2},

14 Set w™ <+ w via a soft-updating method to update
target network;
15 if done then break.

learning step, and thus the size of the learning step equals
to the total number of the traffic that needs to be scheduled.
Additionally, an experience replay buffer B is instantiated with
capacity D to store the sampled experiences that can be uti-
lized to update the algorithm parameters. Then, the considered
network environment is reset to generate an initial state s?.

2) Experience Sampling: When the initialization stage is
completed, the learning process of the agent can start by sam-
pling interacted experiences from the network environment
and storing them into replay buffer 3, which can be denoted
as a five-element tuple, i.e., {st,a’, 2%, s'™1 done}. Specifi-
cally, the learning agent makes temporal resource allocation
decision a' with regard to current state s?. Note that decision
a' =k, Vi €T, j € J;, k € K; is made by alternating two
policies, i.e., € — greedy policy and random policy. Then, deci-
sion a! is executed to allocate time slot resources for current
FL traffic ¢;, and an immediate reward 2! can be obtained
from the network environment via performing Algorithm 1. As
such, the network state will be transformed into new state s**1,
and the information on the available time slot resources of the
considered TSN can be obtained for scheduling the next traffic.
In addition, done € {True, False} label is utilized to indicate
whether the time slot resources are exhausted up to now. The
corresponding experience tuple is stored in replay buffer 55 for
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algorithm training, and it will replace the oldest tuple when the
replay buffer is full.

3) Neural Network Training: As previously described, the
online and target networks are trained using the sampled ex-
periences. In each algorithm step, the learning agent randomly
selects a minibatch of Dy, experiences from the replay buffer and
updates the parameters of both networks.

Firstly, to update the online network, the loss function can be
expressed by

L(w) = Eqga ga sa sar1yepp) (47 — Q(s?,a%;w))?], (23)

where
y? =20 +9Q (s argmax, Qs a%iw)iw) , (24)

is the target Q-value. Here, if done = True, theny? = 2. Then,
parameter w of the online network can be trained step-by-step
via minimizing the loss function, i.e.,

VoL(w) = E{Sd,ad,zd7sd+l}v\B(D) [(yd - Q(Sd, ad; w))-

VoQ(s, a%;w)]. (25)

Secondly, to guarantee the stability of the training process,
a soft-updating method is adopted, and the parameters w™ of
the target network are slowly updated by tracking the online
network, namely,

w =kw+ (1 —kKw, (26)

where x € (0, 1] is the update ratio of the target network.

Thirdly, the DynamicSched adopts the € — greedy policy to
keep balance between exploitation and exploration for making
accurate decision a’, in which the possibility factor £ decreases
after each learning step, i.e.,c = g9 — N.

Remarkl: Since the number of input neurons of the agent
is related to the devices’ number, the network topology and
device number cannot change during the training process. If
new devices apply to participate in the DetFed framework,
the number of input neurons of the agent should be adjusted
accordingly, and the proposed DynamicSched algorithm needs
to be retrained according to the new network topology. After a
certain number of iterations, the updated scheduling decisions
are obtained and can be deployed in the central controller to
support DetFed operation.

Computation complexity analysis: As shown in Fig. 3, the
DynamicSched algorithm is composed of an online network and
a target network, and both of them are instantiated by an FC
neural network. The computation complexity of the proposed
resource scheduling algorithm is mainly correlated to the FC
neural networks and the learning process. The computation
complexity of an FC neural network is generally denoted by
O(>>,(2M;—1 — 1)M;) [41], where [ € [1, N] is the index of
hidden layers and M is the corresponding neuron number. No-
tably, taking into account the dueling structure is adopted in the
DynamicSched algorithm, the output layer consists of two parts,
i.e., state value function and state-dependent decision advantage
function, and hence My = M3tete + Mdecision Here, Mytate
and Mgecision are the dimensions of the above two functions.
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Fig. 4. Considered network topology in the experiment.

For the learning process, the computation complexity is corre-
lated to the step number |K | and episode number |E,, ., |. To
sum up, the total computation complexity of the DynamicSched
can be denoted as | K| X |Epym| % 20(-).

The relationship between Algorithms 1 and 2 is as follows.
Overall, both algorithms are utilized to support the proposed
DetFed framework, and Algorithm 1 requires the scheduling
decision made by Algorithm 2 in each FL round. Specifically,
Algorithm 1 is to accelerate collaborative DNN model training
process, which is operated round-by-round. Algorithm 2 is
proposed to make network resource allocation decisions, which
is operated episode-by-episode. In each episode, a learning
agent deployed in a central controller acquires network states
and makes decisions to support deterministic model parameter
transmission during the operation of Algorithm 1.

VI. PERFORMANCE EVALUATION

In this section, extensive simulations are carried out to eval-
uate the proposed solutions for accelerating and optimizing FL
over the wireless and wired integrated TSN.

A. Experimental Setup

The network topology is shown as Fig. 4, where 30 devices,
3 field servers, and a factory server are considered to support
DetFed operation which are connected as a tree topology by
10 TSN switches. Thus, there are 66 FL traffic needs to be
scheduled within one scheduling cycle (i.e., one FL round).! The
link bandwidth for the wireless and wired integrated TSN is set
to 1 Gbit/s unless specified. Note that 90% of the bandwidth is
utilized to support DetFed operation, and 10% of the bandwidth
is reserved to transmit other industrial traffic, such as control-
and/or safety-critical traffic. The propagating delay 7.y, pro-
cessing delay 7,,0¢, queuing delay Tgyeue, and synchronizing
delay 7y, are set to 10 ps. The traffic period K [periods] is set
to 40 ms, and thus the scheduling cycle SC' is 40 ms. The size
of time slots within each scheduling cycle is set to 10 ms. For
the DynamicSched algorithm, the online and target networks are
with [Sgim, 1000, 500, Ag;,, ] neurons, respectively. Here, Sg;,
is the dimension of the observed environment state, and A g,
is the time slot number of the considered network scenario. The
update factor 7 of target network is set to 0.005, which is decided
by the scheduling cycle SC' and the time slot size. The reward

IFor model parameter distribution, three FL traffic are distributed from the
factory server to the field servers, and thirty FL traffic are distributed from
the field servers to the devices. For model parameter uploading, FL traffic is
uploaded in the opposite direction, and the number of FL traffic is the same.
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TABLE II
SIMULATION PARAMETERS [35], [39]

DetFed Param. Value DynamicSched Param. Value
Optimizer Adam Optimizer™ Adam
Round 300 | Erwm| 800
Ssize 23,436 |K| 66
Batch 64 Batch™ 128
(AWE;,, AWE 5,¢) (1024, 6) Buffer 10,000
(CWRU;r,, CWRU 5,t) (4096, 10) ol 0.95
Ir 2.5%x1073 Ir 1x10™*
A 8x107° € 0.5
TABLE III
ACRNN STRUCTURE [40]
Layer Name Kernal Size Activation Func. Param. #
Conv-1 (5,5, 1,6) ReLU 156
Maxpool-1 (1,2,2, 1) — 12
Conv-2 (5,5, 6, 16) ReLU 1,516
Maxpool-2 (1,2,2, 1) — 32
Flatten (400, 1) — —
FC (400, 16) tanh 6,400
Forward GRU 32, 1) tanh/sigmoid 3,264
Backward GRU 32, 1) tanh/sigmoid 3,264
Attention 64, 1) tanh 65
Output (64, 6) Softmax 390

factor V.. and penalty factor V4 are set to be 0.1 and -0.1,
respectively. Other important simulation parameters are listed
in Table II.

We consider an attention-enhanced convolutional recurrent
neural network (ACRNN), which contains 10 layers, i.e., two
convolutional (Conv) layers, two Maxpool layers, a flatten layer,
an FC layer, a forward gated recurrent unit (GRU) layer, a
backward GRU layer, an attention layer, and a softmax output
layer. The detailed FL. model information is shown in Table III.
The total trainable model parameters are around 15,099. Here,
each parameter is quantized to 4 B, and thus the data size of the
model parameters K [sizes] is around 58.98 KB.

In the simulation, we utilize two vibration-based datasets to
train the ACRNN model: (1) AWE dataset,> in which each data
sample is a vibration signal segment attached with a label to
represent the health status of an industrial equipment, such as
“Normal” and “Fault-6 mm; and (2) CWRU dataset,” in which
each data sample is also a vibration signal segment attached
with a label to indicate the fault location, such as “Inner Race”
and “Outer Race”. In both datasets, the number of data samples
are 23,436 and 479, respectively, and the ratio of training set to
testing setis 9:1. Notably, the considered ACRNN model should
be trained on a non-independent and identical distribution (non-
IID) dataset, which is dispersed at the distributed participating

2Online available. https://github.com/Intelligent- AWE/DeepHealth
3Online  available. https://csegroups.case.edu/bearingdatacenter/pages/
download-data-file
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devices and each device has only a few classes of data samples.
Specifically, the samples of both datasets are sorted by their data
label, respectively, which are further divided into 60 subsets with
the same sample volume. Then, each device randomly selects 2
subsets as its local training set.

The proposed solutions are compared to the following bench-

mark schemes.

o (Centralized Training (CT): This scheme requires upload-
ing all the dispersed data to the factory server to con-
duct model training. Although it can achieve the optimal
learning accuracy, the data privacy cannot be preserved
effectively.

® The DetFed without Field Aggregation (DetFed w.o.): In
this scheme, all the updated model parameters are only
aggregated by the factory server, which occupies more
bandwidth resources of industrial buses.

e Double Deep Q-Network (DDQN): In this scheme, the
decisions are dynamically made via a DDQN algorithm, in
which the Q-network is endowed with two fully-connected
hidden layers and each layer is with 1000 neurons. Other
learning parameters are the same as the DynamicSched.

® Random-based Scheme (RS): This scheme adopts random
policy to allocate temporal resources for each FL traffic,
and all available decisions are made with an equal proba-
bility.

B. Evaluation of DetFed Scheme

1) Learning Performance: Fig. 5(a) shows the convergence
performance of the proposed DetFed scheme with respect to
different learning rates for the ACRNN-based model. When the
learning rate Ir = 0.0025, the proposed scheme achieves the
highest testing accuracy and the lowest testing loss, respectively,
although it tends to decline around 60 rounds before converging
to the optimal accuracy. In addition, it can be seen that a larger
learning rate (e.g., {r = 0.005) may incur the training process
because the optimal value of accuracy might be skipped, and
thus leading to an inferior convergence performance. Although
a small learning rate helps stablizing the training process, the
ACRNN-based model may be trapped in a local optimum, and
consequently may need to consume more temporal resources
to support model parameter transmission and achieve model
convergence. A similar simulation is carried out on the CWRU
dataset. As shown in Fig. 5(b), the highest testing accuracy and
the lowest testing loss can be obtained when the learning rate is
0.005.

2) Impact of Factory Aggregation Interval: Fig. 6 shows the
convergence performance of the proposed DetFed scheme with
respect to different factory aggregation intervals. In the DetFed
framework, the factory aggregation is performed every r, FL
rounds, in which the parameters aggregated at the field servers
are further aggregated at a factory server. We can obtain several
important observations from the simulation results. Firstly, when
the factory aggregation interval r, is set to 16, the highest
accuracy on the AWE dataset can be obtained despite an inferior
training performance is exhibited before 40 rounds. Secondly, if
we set the factory aggregation interval r; as an appropriate value,
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Fig. 5.
rates.

Testing accuracy and loss of DetFed with respect to different learning

the training process can be effectively accelerated. Specifically,
the proposed scheme with 7, = 16 achieves the fastest conver-
gence after 170 training rounds, which decreases convergence
round number by 16 and 50 compared withr, = 8 and r, = 24,
respectively. Thirdly, the proposed DetFed scheme achieves
almost the same testing accuracy at the end of the training
process. This indicates that the TSN-enhanced DetFed scheme
can provide efficient and deterministic transmission services for
model parameter aggregation and distribution among the three
layers.

3) Impact of Aggregation Node: As shown in Fig. 7, we
evaluate the testing accuracy of the proposed DetFed scheme
and benchmarks in terms of different parameter aggregation
locations. The result shows that all the schemes can achieve
model convergence within 300 training rounds. Intuitively, the
CT scheme only takes a few training rounds to converge (around
50 rounds) and can converge to an especially high level (i.e.,
> 99%). This is because a centralized dataset has been stored
at the factory server that were collected from the dispersed
industrial IoT devices before training. Such a scheme indeed can
obtain a satisfactory convergence performance without param-
eter aggregation demand, but it inevitably exists the problems
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Fig.6. Testing accuracy of DetFed with respect to different factory aggregation
frequencies.
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Fig. 7. Testing accuracy comparison among the proposed scheme and bench-

marks with respect to different parameter aggregation locations.

of data transmission overhead and data privacy leakage which
are critical issues in industrial IoT scenarios. Although the
distributed learning schemes, namely DetFed and DetFed w.o.,
only converge to a relatively low level (i.e., ~ 90%), they can
effectively save bandwidth resources of industrial buses and
preserve privacy for industrial raw data. In particular, the DetFed
scheme can reduce the number of training rounds until model
convergence by 29.17% compared with the DetFed w.o. scheme.
The reason is that directly aggregating model parameters at the
factory server may lead to an unstable learning process due
to the non-IID data distribution, which impedes the ACRNN
model to obtain the global optimal parameters and slows down
the convergence speed. On the contrary, the proposed DetFed
scheme stabilizes the learning process by alternately aggregating
model parameters among a factory server and field servers, such
that the global optimal parameters can be efficiently obtained
based on local optimal parameters and thus accelerating model
convergence.

As shown in Figs. 6 and 7, the proposed DetFed framework
can effectively accelerate the collaborative training process
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Fig. 8. Convergence performance comparison among different algorithms.

in the considered network topology. However, this result is
achieved under the assumption that the IoT connections are
stable. In harsh network scenarios, where serious interference
and electrical noises exist, and the network bandwidth resources
utilization is not high, the transmission delay for FL model
parameters may not be satisfied. In particular, when some IoT
devices are disconnected, the updated model parameters will
not be uploaded to the aggregation servers, which further slows
down the convergence rate.

C. Evaluation of DynamicSched Algorithm

1) Convergence Performance: As shown in Fig. 8, the con-
vergence performance of the DynamicSched with respect to
episodes is evaluated. It can be seen that all the learning-based
resource scheduling algorithms have converged. In particular,
the DynamicSched achieves a higher episode reward compared
with other benchmarks, which indicates that the proposed Dy-
namicSched is capable of making judicious allocation decisions
for temporal resources of the considered TSN. This is because
the DynamicSched adopts a D3QN-based architecture, in which
an online-target double module and a value-advantage dueling
module are utilized to improve algorithm performace. Specifi-
cally, the dueling module is helpful to capture which network
states are (or are not) useful without having to learn the effect
of each resource allocation decision for each network state, and
thus identifying the appropriate decision more judiciously.

2) Impact of Bandwidth Resources: Fig. 9 shows average
scheduling success ratio with respect to different bandwidth
resources over 100 simulation runs. The result shows that the
proposed algorithm can effectively improve average scheduling
success ratio compared with the benchmark algorithms, which
indicates that temporal resource allocation is optimized. In
specific, when the amount of bandwidth resource is 1 Gbit/s,
the proposed DynamicSched improves the average scheduling
success ratio by 16.1% and 21.2% compared with the DDQN
and RS benchmarks, respectively. This is because the proposed
learning-based algorithm can allocate temporal resources for

5175

g
o

EA DynamicSched
= DDQN
¥za RS

I o o o o
wn o N © ©

Average Scheduling Success Ratio
o
-

o
w

0.6 0.7 0.8 0.9 1
Available Bandwidth Resource (Gbit/s)

Fig. 9. Average scheduling success ratio comparison among the proposed
scheme and benchmarks with respect to different bandwidth resources.

=
<)

o
) X
° =
o9 g
wn
@
be] D
1)
=
0038
o>
£
E]
°
0.7
<
1%
)
) ’
o @
© 0673 —— DynamicSched
2 —&— DDON
< RS

0.5 T T T T T

0.60 0.65 0.70 0.75 0.80 0.85 0.90

Bandwidth Reserved Ratio

Fig. 10.  Average scheduling success ratio comparison among the proposed
scheme and benchmarks with respect to different bandwidth reservation ratios.

FL traffic more reasonably, which is helpful to satisfy the de-
terministic transmission requirements of FL traffic. In addition,
the performance gain achieved in bandwidth-sufficient scenarios
(e.g., 1 Gbit/s) is larger than that in bandwidth-limited scenarios
(e.g., 0.6 Gbit/s), as compared to the DDQN benchmark. The
result indicates that integrating the dueling module into the
double module can enhance the decision-making capability of
the proposed algorithm for temporal resource allocation, thereby
improving the scheduling success ratio, especially when the
bandwidth resource is sufficient.

3) Impact of Reserved Bandwidth Ratio: Fig. 10 shows the
average scheduling success ratio in terms of different bandwidth
reservation ratios. Taking the value of 0.9 as an example, when
the bandwidth reservation ratio is set to 0.9, 90% of bandwidth
resources are utilized to support DetFed operation and 10% of
bandwidth resources are reserved to support the co-transmission
of burst traffic. As expected, the DynamicSched algorithm can
effectively improve the average scheduling success ratio as
compared with the benchmarks. This is because the proposed
algorithm can better allocate bandwidth resources to support FL
traffic transmission with satisfied deterministic requirements of
delay, jitter, and packet loss. In addition, with the increase of the
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bandwidth reservation ratios, the average scheduling success
ratios achieved by the DynamicSched, DDQN, and RS algo-
rithms increase. In particular, the proposed algorithm improves
the average scheduling success ratio by 15.3% to 16.1%, and by
41.8% to 21.2%, as compared with the DDQN and RS bench-
marks, respectively. The underlying reason is that more available
bandwidth resources can be utilized to determinately transmit
FL traffic over the considered TSN scenario. To demonstrate
the algorithm performance in the case of failed scheduling,
we have presented the average failed scheduling ratio of the
proposed DynamicSched algorithm with respect to bandwidth
reservedratios. As shownin Fig. 11, the DynamicSched achieves
the lowest average failed scheduling ratio compared to all the
benchmarks. In addition, the failed scheduling ratio decreases
with the amounts of reserved bandwidth resources. The result
indicates that the DynamicSched can achieve good performance
due to effective resource utilization.

4) Impact of Time Slot Sizes: Fig. 12 shows the impact of the
time slot sizes on scheduling performance. The result shows that
the learning-based algorithms, i.e., DynamicSched and DDQN,
can achieve higher average scheduling success ratio than that
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of RS benchmark. The reason is that learning-based algorithms
enable the deterministic requirements of FL traffic to be sat-
isfied efficiently via judicious temporal resource scheduling.
Moreover, with the increase of the time slot sizes, the average
scheduling success ratio of the compared algorithms increase.
This is because that more available temporal resources can
be utilized to schedule FL traffic to satisfy their deterministic
delay, jitter, and packet loss requirements. In particular, the pro-
posed DynamicSched algorithm can achieve the highest average
scheduling success ratio than the benchmarks. When the size of
time slot is 10 ms, the DynamicSched can increase the average
scheduling success ratio by 2.2% and 16.9%, as compared with
DDQN and RS benchmarks, respectively.

VII. CONCLUSION

We have presented a new deterministic FL. framework (i.e.,
DetFed) for the time-sensitive industrial IoT in combination
with 6G-oriented ultra-reliable and low-latency communication
techniques. We have proposed a DRL-based resource scheduling
algorithm to make the optimal temporal resource allocation
decisions for facilitating efficient DetFed, which aggregates
more device-side models for obtaining an accurate global model.
Experimental results based on real-world non-IID dataset have
demonstrated that the proposed framework can significantly
accelerate FL convergence and improve learning accuracy as
compared with state-of-the-art benchmarks. By adopting the
wireless and wired integrated TSN and the CQF mechanism,
the DetFed can optimize the learning accuracy of FL without
affecting the co-transmission of burst traffic. For the future work,
we will study a mixed and online traffic scheduling scheme
for facilitating efficient FL over a large-scale and distributed
computing power network.

REFERENCES

[1] H. Kang, Z. Li, and Q. Zhang, “Communicational and computational
efficient federated domain adaptation,” IEEE Trans. Parallel Distrib. Syst.,
vol. 33, no. 12, pp. 3678-3689, Dec. 2022.

[2] X.Shenetal., “Al-assisted network-slicing based next-generation wireless
networks,” IEEE Open J. Veh. Technol., vol. 1, no. 1, pp. 45-66, Jan. 2020.

[3] B. Yang, X. Cao, J. Bassey, X. Li, and L. Qian, “Computation offloading
in multi-access edge computing: A multi-task learning approach,” IEEE
Trans. Mobile Comput., vol. 20, no. 9, pp. 2745-2762, Sep. 2021.

[4] L. U. Khan, W. Saad, Z. Han, E. Hossain, and C. S. Hong, “Federated
learning for Internet of Things: Recent advances, taxonomy, and open
challenges,” IEEE Commun. Surv. Tut., vol. 23, no. 3, pp. 1759-1799,
Third Quarter 2021.

[5] C. Zhang, M. Zhao, L. Zhu, W. Zhang, T. Wu, and J. Ni, “FRUIT: A
blockchain-based efficient and privacy-preserving quality-aware incentive
scheme,” IEEE J. Sel. Areas Commun., vol. 40, no. 12, pp. 3343-3357,
Dec. 2022.

[6] J. Kang et al., “Communication-efficient and cross-chain empowered
federated learning for artificial Intelligence of Things.” IEEE Trans. Netw.
Sci. Eng., vol. 9, no. 5, pp. 29662977, Sep./Oct. 2022.

[71 Z. Qu et al., “Partial synchronization to accelerate federated learning
over relay-assisted edge networks,” IEEE Trans. Mobile Comput., vol. 21,
no. 12, pp. 4502-4516, Dec. 2022.

[8] W.Y.B.Limetal., “Hierarchical incentive mechanism design for federated
machine learning in mobile networks,” IEEE Internet Things J., vol. 7,
no. 10, pp. 9575-9588, Oct. 2020.

[9] F. Sattler, S. Wiedemann, K.-R. Miiller, and W. Samek, “Robust and
communication-efficient federated learning from non-L.1.D. data,” IEEE
Trans. Neural Netw. Learn. Syst., vol. 31, no. 9, pp. 3400-3413, Sep. 2020.

Authorized licensed use limited to: Memorial University. Downloaded on April 12,2024 at 03:34:26 UTC from IEEE Xplore. Restrictions apply.



YANG et al.: DETFED: DYNAMIC RESOURCE SCHEDULING FOR DETERMINISTIC FEDERATED LEARNING OVER

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

[30]

[31]

Q. Tang, E. R. Yu, R. Xie, A. Boukerche, T. Huang, and Y. Liu, “Internet
of Intelligence: A survey on the enabling technologies, applications, and
challenges,” IEEE Commun. Surv. Tut., vol. 24, no. 3, pp. 1394-1434,
Third Quarter 2022.

E. Li, F. He, Q. Li, and H. G. Xiong, “Bandwidth allocation of stream-
reservation traffic in TSN,” IEEE Trans. Netw. Service Manag., vol. 19,
no. 1, pp. 741-755, Mar. 2022.

M. Chen et al., “Distributed learning in wireless networks: Recent progress
and future challenges,” IEEE J. Sel. Areas Commun., vol. 39, no. 12,
pp. 3579-3605, Dec. 2021.

J. Prados-Garzon, T. Taleb, and M. Bagaa, “Optimization of flow allocation
in asynchronous deterministic 5G transport networks by leveraging data
analytics,” IEEE Trans. Mobile Comput., vol. 22, no. 3, pp. 1672-1687,
Mar. 2023, doi: 10.1109/TMC.2021.3099979.

M. VIk, Z. Hanzdlek, K. Brejchova, S. Tang, S. Bhattacharjee, and S.
Fu, “Enhancing schedulability and throughput of time-triggered traffic in
IEEE 802.1Qbv time-sensitive networks,” IEEE Trans. Commun., vol. 68,
no. 11, pp. 7023-7038, Nov. 2020.

J. Prados-Garzon, T. Taleb, and M. Bagaa, “LEARNET: Reinforcement
learning based flow scheduling for asynchronous deterministic networks,”
in Proc. IEEE Int. Conf. Commun., Dublin, Ireland, 2020, pp. 1-6.

Z. Pang et al., “Flow scheduling for conflict-free network updates in time-
sensitive software-defined networks,” IEEE Trans. Ind. Informat., vol. 17,
no. 3, pp. 1668-1678, Mar. 2021.

Y. Huang, S. Wang, B. Wu, T. Huang, and Y. Liu, “TACQ: Enabling zero-
jitter for cyclic-queuing and forwarding in time-sensitive networks,” in
Proc. IEEE Int. Conf. Commun., Montreal, QC, Canada, 2021, pp. 1-6.
D. Yang, Z. Cheng, W. Zhang, H. Zhang, and X. Shen, “Burst-
aware time-triggered flow scheduling with enhanced multi-CQF in time-
sensitive networks,” IEEE/ACM Trans. Netw., early access, Apr. 13, 2023,
doi: 10.1109/TNET.2023.3264583.

X. Shen, J. Gao, W. Wu, M. Li, C. Zhou, and W. Zhuang, “Holistic network
virtualization and pervasive network intelligence for 6G,” IEEE Commun.
Surv. Tut., vol. 24, no. 1, pp. 1-30, First Quarter 2022.

M. N. Nguyen, N. H. Tran, Y. K. Tun, Z. Han, and C. S. Hong, “Toward
multiple federated learning services resource sharing in mobile edge
networks,” IEEE Trans. Mobile Comput., vol. 22, no. 1, pp. 541-555,
Jan. 2023.

W. Zhang et al., “Optimizing federated learning in distributed industrial
ToT: A multi-agent approach,” IEEE J. Sel. Areas Commun., vol. 39, no. 12,
pp. 3688-3703, Dec. 2021.

M. Chen, Z. Yang, W. Saad, C. Yin, H. V. Poor, and S. Cui, “A joint learn-
ing and communications framework for federated learning over wireless
networks,” IEEE Trans. Wireless Commun., vol. 20, no. 1, pp. 269-283,
Jan. 2021.

S. Wan, J. Lu, P. Fan, Y. Shao, C. Peng, and K. B. Letaief, “Convergence
analysis and system design for federated learning over wireless networks,”
IEEE J. Sel. Areas Commun., vol. 39, no. 12, pp. 3622-3639, Dec. 2021.
C.T.Dinhetal., “Federated learning over wireless networks: Convergence
analysis and resource allocation,” IEEE/ACM Trans. Netw., vol. 29, no. 1,
pp. 398-409, Feb. 2021.

M. Salehi and E. Hossain, “Federated learning in unreliable and resource-
constrained cellular wireless networks,” IEEE Trans. Commun., vol. 69,
no. 8, pp. 5136-5151, Aug. 2021.

J. Zhang, N. Li, and M. Dedeoglu, “Federated learning over wireless
networks: A band-limited coordinated descent approach,” in Proc. [EEE
Conf. Comput. Commun., Vancouver, BC, Canada, 2021, pp. 1-10.

D. Yang, K. Gong, J. Ren, W. Zhang, W. Wu, and H. Zhang, “TC-
Flow: Chain flow scheduling for advanced industrial applications in time-
sensitive networks,” IEEE Netw., vol. 36, no. 2, pp. 16-24, Mar./Apr. 2022.
A.A. Atallah, G. B. Hamad, and O. A. Mohamed, “Routing and scheduling
of time-triggered traffic in time-sensitive networks,” IEEE Trans. Ind.
Informat., vol. 16, no. 7, pp. 4525-4534, Jul. 2020.

J. Yan, W. Quan, X. Jiang, and Z. Sun, “Injection time planning: Making
CQF practical in time-sensitive networking,” in Proc. IEEE Conf. Comput.
Commun., Beijing, China, pp. 616-625, 2020.

L. Zhao, P. Pop, Z. Zheng, H. Daigmorte, and M. Boyer, “Latency analysis
of multiple classes of AVB traffic in TSN with standard credit behavior
using network calculus,” IEEE Trans. Ind. Electron., vol. 68, no. 10,
pp. 10291-10302, Oct. 2021.

Y. Yuan, X. Cao, Z. Liu, C. Chen, and X. Guan, “Adaptive priority adjust-
ment scheduling approach with response time analysis in time-sensitive
networks,” IEEE Trans. Ind. Informat., vol. 18, no. 12, pp. 8714-8723,
Dec. 2022.

[32]

(33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

5177

Y. Zhang, Q. Xu, X. Guan, C. Chen, and M. Li, “Wireless/wired inte-
grated transmission for industrial cyber-physical systems: Risk-sensitive
co-design of 5G and TSN protocols,” Sci. China Inf. Sci.s, vol. 65, no. 1,
pp. 1-16, Dec. 2021.

Z.Cheng, D. Yang, W. Zhang, J. Ren, H. Wang, and H. Zhang, “DeepCQF:
Making CQF scheduling more intelligent and practicable,” in Proc. IEEE
Int. Conf. Commun., Seoul, Korea, 2022, pp. 1-6.

IEEE Standard for Local and Metropolitan area Networks—Bridges and
Bridged Networks—Amendment 31: Stream Reservation Protocol (SRP)
Enhancements and Performance Improvements, IEEE Std 802.1Qcc-2018,
2018.

H. Sami, H. Otrok, J. Bentahar, and A. Mourad, “Al-based resource
provisioning of IoE services in 6G: A deep reinforcement learning ap-
proach,” IEEE Trans. Netw. Service Manag., vol. 18, no. 3, pp. 3527-3540,
Sep. 2021.

Q. Ye, W. Shi, K. Qu, H. He, W. Zhuang, and X. Shen, “Joint RAN
slicing and computation offloading for autonomous vehicular networks:
A learning-assisted hierarchical approach,” IEEE Open J. Veh. Technol.,
vol. 2, pp. 272-288, 2021.

S. Wang, Y. Guo, N. Zhang, P. Yang, A. Zhou, and X. Shen, “Delay-
aware microservice coordination in mobile edge computing: A reinforce-
ment learning approach,” IEEE Trans. Mobile Comput., vol. 20, no. 3,
pp. 939-951, Mar. 2021.

Y. Wang et al., “Performance optimization for semantic communications:
An attention-based reinforcement learning approach,” IEEE J. Sel. Areas
Commun., vol. 40, no. 9, pp. 2598-2613, Sep. 2022.

W. Shi, S. Zhou, Z. Niu, M. Jiang, and L. Geng, “Joint device schedul-
ing and resource allocation for latency constrained wireless federated
learning,” IEEE Trans. Wireless Commun., vol. 20, no. 1, pp. 453—467,
Jan. 2021.

W. Zhang, D. Yang, H. Wang, X. Huang, and M. Gidlund, “CarNet: A dual
correlation method for health perception of rotating machinery,” IEEE
Sensors J., vol. 19, no. 16, pp. 7095-7106, Aug. 2019.

R. Livni, S. Shalev, and O. Shamir, “On the computational efficiency of
training neural networks,” in Proc. Proc. Int. Conf. Neural Inf. Process.
Syst., Montréal, Canada, 2014, pp. 855-863.

Dong Yang (Member, IEEE) received the BS de-
gree from Central South University, Hunan, China,
in 2003, and the PhD degree in communications and
information science from Beijing Jiaotong Univer-
sity, Beijing, China, 2009. From 2009 to 2010, he
was a postdoctoral research associate with Jonkoping
University, Jonkoping, Sweden. In Aug. 2010, he
joined the School of Electronic and Information Engi-
neering, Beijing Jiaotong University. Since 2017, he
is a full professor in communication engineering with
Beijing Jiaotong University. His research interests

include network architecture, wireless sensor networks, industrial network, and
Internet of Things.

Weiting Zhang (Member, IEEE) received the PhD
degree in communication and information systems
from the Beijing Jiaotong University, Beijing, China,
in2021. From 2019 to 2020, he was a visiting PhD stu-
dent with the Department of Electrical and Computer
Engineering, University of Waterloo, Canada. From
2021, he works as an associate professor with the
School of Electronic and Information Engineering,
Beijing Jiaotong University. His research interests
include industrial Internet of Things, deterministic
networks, edge intelligence, and machine learning for

network optimization.

Authorized licensed use limited to: Memorial University. Downloaded on April 12,2024 at 03:34:26 UTC from IEEE Xplore. Restrictions apply.


https://dx.doi.org/10.1109/TMC.2021.3099979
https://dx.doi.org/10.1109/TNET.2023.3264583

5178

Qiang Ye (Senior Member, IEEE) received the PhD
degree in electrical and computer engineering from
the University of Waterloo, ON, Canada, in 2016.
Since Sep. 2021, he has been an assistant professor
with the Department of Computer Science, Memorial
University of Newfoundland, NL, Canada. Before
joining Memorial, he had been with the Department
of Electrical and Computer Engineering and Technol-
ogy, Minnesota State University, USA, as an assistant
professor from 2019 to 2021 and with the Department
of Electrical and Computer Engineering, University
of Waterloo as a postdoctoral fellow and a research associate from 2016 to
2019. He has published more than 50 research articles on top-ranked IEEE
Journals and Conference Proceedings. He is/was General and TPC co-chairs for
different international conferences and workshops, e.g., IEEE VTC’22, IEEE
INFOCOM’22, and IEEE IPCCC’21. He serves/served as associate editors
of IEEE Transactions on Cognitive Communications and Networking, IEEE
Open Journal of the Communications Society, Peer-to-Peer Networking and
Applications, ACM/Wireless Networks, and International Journal of Distributed
Sensor Networks.

Chuan Zhang (Member, IEEE) received the PhD
degree in computer science from the Beijing Institute
of Technology, Beijing, China, in 2021. From 2019
to 2020, he worked as a visiting PhD student with the
BBCR Group, Department of Electrical and Com-
puter Engineering, University of Waterloo, Canada.
He is currently an assistant professor with the School
of Cyberspace Science and Technology, Beijing In-
stitute of Technology. His research interests include
secure data services in cloud computing, applied
cryptography, machine learning, and blockchain.

Ning Zhang (Senior Member, IEEE) received the
PhD degree in electrical and computer engineering
from the University of Waterloo, Canada, in 2015.
He is an associate professor with the Department
of Electrical and Computer Engineering, University
of Windsor, Canada. After that, he was a postdoc
research fellow with the University of Waterloo and
University of Toronto, Canada. His research interests
include connected vehicles, mobile edge computing,
wireless networking, and machine learning. He is a
Highly Cited Researcher. He serves as an associate
editor with IEEE Internet of Things Journal, IEEE Transactions on Cognitive
Communications and Networking, and IEEE Systems Journal; and a guest
editor of several international journals, such as IEEE Wireless Communications,
IEEE Transactions on Industrial Informatics, IEEE Transactions on Intelligent
Transportation Systems, and IEEE Transactions on Cognitive Communications
and Networking. He also serves/served as a general chair for IEEE SAGC 2021,
TPC chair for IEEE VTC 2021 and IEEE SAGC 2020, a track chair for several
international conferences including IEEE ICC 2022, CollaborateCom 2021,
IEEE VTC 2020, AICON 2020 and CollaborateCom 2020, and a co-chair for
numerous international workshops. He received an NSERC PDF award in 2015
and 6 Best Paper Awards from IEEE Globecom in 2014, IEEE WCSP in 2015,
IEEE ICC in 2019, IEEE ICCC in 2019, IEEE Technical Committee on Trans-
mission Access and Optical Systems in 2019, and Journal of Communications
and Information Networks in 2018, respectively.

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 23, NO. 5, MAY 2024

Chuan Huang (Member, IEEE) received the PhD
degree in electrical engineering from Texas A&M
University, College Station, USA, in 2012. From
2012 to 2014, he was a research associate and then a
research assistant professor with Princeton University
and Arizona State University, Tempe, respectively. He
is currently an associate professor with the Chinese
University of Hong Kong, Shenzhen. His current re-
search interests include wireless communications and
signal processing. He served as a Symposium Chair
for IEEE GLOBECOM 2019 and IEEE ICCC 2019
and 2020. He has been serving as an editor for IEEE Transactions on Wireless
Communications, IEEE Access, Journal of Communications and Information
Networks, and IEEE Wireless Communications Letters.

Hongke Zhang (Fellow, IEEE) received the MS and
PhD degrees in electrical and communication sys-
tems from the University of Electronic Science and
Technology of China, Chengdu, China, in 1988 and
1992, respectively. From 1992 to 1994, he was a post-
doctoral researcher with Beijing Jiaotong University,
Beijing, China, where he is currently a professor with
the School of Electronic and Information Engineering
and the director of the National Engineering Lab on
Next Generation Internet Technologies. His research
has resulted in many papers, books, patents, systems,
and equipment in the areas of communications and computer networks. He is
the author of more than ten books and the holder of more than 70 patents. He
is the chief scientist with the National Basic Research Program of China (973
Program) and has also served on the editorial boards of several international
journals.

Xuemin (Sherman) Shen (Fellow, IEEE) received
the PhD degree in electrical engineering from Rut-
gers University, New Brunswick, NJ, in 1990. He
is a University professor with the Department of
Electrical and Computer Engineering, University of
Waterloo, Canada. His research focuses on network
resource management, wireless network security, In-
ternet of Things, 5G and beyond, and vehicular ad
hoc and sensor networks. He is a registered profes-
sional engineer of Ontario, Canada, an engineering
Institute of Canada fellow, a Canadian Academy of
engineering fellow, a Royal Society of Canada fellow, a Chinese Academy
of Engineering Foreign Member, and a distinguished lecturer with the IEEE
Vehicular Technology Society and Communications Society. He received the
R.A. Fessenden Award in 2019 from IEEE, Canada, Award of Merit from the
Federation of Chinese Canadian Professionals (Ontario) in 2019, James Evans
Avant Garde Award in 2018 from the IEEE Vehicular Technology Society,
Joseph LoCicero Award in 2015 and Education Award in 2017 from IEEE
Communications Society, and Technical Recognition Award from Wireless
Communications Technical Committee (2019) and AHSN Technical Committee
(2013). He has also received the Excellent Graduate Supervision Award in
2006 from the University of Waterloo and the Premier’s Research Excellence
Award (PREA) in 2003 from the Province of Ontario, Canada. He served as
the Technical Program Committee chair/co-chair for IEEE Globecom’ 16, IEEE
Infocom’ 14, TEEE VTC’ 10 Fall, IEEE Globecom’07, and the Chair for the IEEE
Communications Society Technical Committee on Wireless Communications.
He is the President Elect of the IEEE Communications Society. He was the
vice president for Technical &amp; Educational Activities, vice president
for Publications, Member-at-Large on the Board of Governors, chair of the
Distinguished Lecturer Selection Committee, Member of IEEE Fellow Selection
Committee of the ComSoc. He served as the editor-in-chief of the IEEE loT
Journal, IEEE Network, and IET Communications.

Authorized licensed use limited to: Memorial University. Downloaded on April 12,2024 at 03:34:26 UTC from IEEE Xplore. Restrictions apply.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


